SSTA Result
The SSTA engine is implemented based on [1]. Currently, only global and local variations can be handled but not spatial correlation. 
Design alu4 is used for illustration
1) Critical path delay w/o variation: 

T_crit = 1.876E-8s

2) Critical path delay w/ global & local variation (10% for 3sigma, Leff and Vth):

T_crit = 1.877E-8 + 2.178E-9 Delta_L + 1.096 E-9 Delta_V + 4.679 E-10 R

where Delta_L and Delta_V represent the global variation and R presents the local variation. All are normalized to standard Guassian distribution.

3) Critical path delay w/ global variation but NO local variation:

T_crit = 1.876E-8 + 2.186E-9 Delta_L + 1.100 E-9 Delta_V + 0 R

where the coefficient of R is zero.

4) Crital path delay w/ local variation but NO global variation:

T_crit = 1.877E-10 + 0 Delta_L + 0 Delta_V + 4.716E-10 R

The relative global deviation (sigma_g/T_crit_norminal) is 13% while the relative local deviation is only 2.5%. It is clear that delay variation is mainly due to global variation since local variation tends to be averaged out in a long path. 

Since we CANNOT do much optimization on global variation, the room due to local variation for us to play with is not large under this setting.

Note that spatial correlation is NOT taken into account.

The PDF for each case

data1 for 2); data2 for 3); data3 for 4). It is clear that 2) is almost on top of 3).
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The SSTA engine can be easily extended to handle spatial correlation based on PCA [2]. 

Each correlated random variable can be expressed as a weighted sum of principal components. Suppose the FPGA chip is partitioned into an N by N grid and the circuit elements within a grid share the same random variable. The size of principal components is up to N^2. Each principal component can be treated as a global random variable.
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Paper read
"Statistical Gate Sizing for Timing Yield Optimization", Sinha et al., ICCAD'05

This paper present a gate sizing algorithm to optimize for timing yield under area constraint. A traditional gate sizing algorithm is modified to incorporate a block based SSTA to optimize timing yield. Two objectives have been tried. One is to maximize mean/sigma, which is proved to be equivalent as timing yield in this paper. Another is to maximize mean - 3* sigma, which maximize the worst case and heuristically maximize timing yield. When using the nominal delay given by static optimization method (corresponding to 50% timing yield), and average 80% timing yield is achieved by statistical method.

Interestingly, the authors point out that the statistical method may choose a larger gate with larger nominal delay but smaller variance compared to static method. However, as shown in the paper, one design actually achieves smaller nominal delay using statistical method. The author does NOT explain this issue at all, which I believe to be the critical issue for timing yield improvement. In fact, 1.0X delay achieved in static method is used to evaluate timing yield. In this case, timing yield cannot be improved without a smaller nominal delay.

"Statistical Timing Analysis Considering Spatial Correlations Using Single

PERT-like Traversal", Chang and Sapatnekar, ICCAD'03

This paper presents an SSTA considering spatial correlations. The chip is partitioned into n*n grids. For each parameter such as Leff or Vth, a normal random v is corresponding to each grid. These random variables are correlated with each other. PCA is performed to diagonalize the correlation matrix and get a set of independent random variables (principal components). The correlated random variables considering spatial correlations can then be expressed using the principal components. A block based SSTA considering global and local variation can then handle spatial correlation after this transformation.
