In the last week, I was mainly working on

i) Review TCAD manuscript with title “Device-Aware Yield-Centric Dual-Vt Design under Parameter”
ii) SSTA considering spatial correlated variation
1. Delay Model

Given an FPGA chip, we partition the chip into n*n grid, e.g. n=3 gives 9 grids. For a circuit element with delay d in grid i, the delay d in the first order canonical form is
d = d0 + c1 Lg + c2 Vg + c1 Lsi + c2 Vsi + (c1^2 + c2^2)^0.5 R

(1)
where d0 is the nominal delay, c1 and c2 are the sensitivity parameter for Leff and Vth respectively, Lg and Vg are for global variation, Lsi and Vsi are for spatial correlated variations, and R is for random local variation. Lg, Vg, Lsi, Vsi and R can be scaled to standard normal distribution. All the circuit elements in a chip share the same Lg and Vg. All the circuit elements in a grid shard the same Ls and Vs. Each circuit element has its own R.
2. PCA for Spatial Variations

Given the covariance matrices QL for Ls and QV for VS, we can perform PCA to diagonalize QL and QV as,
QL = A ΛLAT
QV = B ΛVBT

(2)
where A and B consist of the eigenvectors, and Λ contains the eigenvalues. We then have

LST QL LS = LST A ΛLAT LS = LS’ T I LS’
(3)
where
LS’= ΛL0.5 AT LS and LS= A ΛL0.5 LS’, similarly, VS’=ΛV0.5 BT VS and VS= BΛV0.5 VS’

(4)
Plug (4) into (1), we can have
d = d0 + c1 Lg + c2 Vg + c1 Ai λLi0.5 Ls’ + c2 Bi λVi 0.5 Vs’ + (c1^2 + c2^2)^0.5 R

(5)

where Ai and Bi is the ith row in A and B respectively. By PCA and the orthogonal transformation, we can express delay in the first order canonical form as in (5) and the random variables are not correlated with each other. (5) then can be used in the block based SSTA to consider global, local can spatial correlated variations. Only one random variable can be assumed for each grid when c1/c2 is constant for each type of circuit element. This is usually true based on SPICE curve fitting for c1/c2 over all types of elements.
3. Complexity Analysis
STA has a complexity as O(V+E) while SSTA is O(n(V+E)). When only considering global and local variations, the run time for SSTA is roughly 3X compared to STA. However, when considering spatial correlated variations with 9 grids, the run time for SSTA may be as 12X compared to STA with 2 global variation sources, 9 spatial variation sources and 1 random variation source. Number of grids trades off runtime and accuracy. 
4. Setting on Covariance Matrix and Grid Partition
A Bessel function is selected to model spatial variation covariance such that the covariance degrades to 0.01 at 2mm distance (medium case in Lerong’s DAC submission). The plot is shown in the following figure.
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The tile size for FPGA with LUT size 4 and cluster size 10 is around 115um in 65nm technology based on VPR area model. 

For the largest design (clma) occupying 37x37 FPGA array, the chip is to be partitioned into 6x6 grids such that the grid length is 0.69mm. The covariance for adjacent grids is 0.4. The SSTA is expected to be about 40X slower than STA. For the smallest design (alu4) occupying 12x12 FPGA array, the chip is to be partitioned into 3x3 grids such that the grid length is 0.46mm. The covariance for adjacent grid is 0.6. And the SSTA is expected to be around 10X slower than STA. 
I manually partition the 20 MCNC designs into grids as shown in the following table. 3x3 grid is used for 10x10~15x15 array. 4x4 grid is used for 16x16~24x24 array. 5x5 grid is used for 25x25~30x30 array. And 6x6 grid is used for 31~ array. The grid size ranges from 4 to 6 tiles. The number of grids ranges from 9 to 36 corresponding to different FPGA arrays. 

	circuit
	# of clusters
	array size
	grid
	grid size

	alu4
	162
	13
	3x3
	4

	apex2
	213
	15
	3x3
	5

	apex4
	134
	12
	3x3
	4

	bigkey
	294
	18
	4x4
	5

	clma
	1358
	37
	6x6
	6

	des
	218
	15
	3x3
	5

	diffeq
	195
	14
	3x3
	5

	dsip
	162
	13
	3x3
	4

	elliptic
	421
	21
	4x4
	5

	ex1010
	493
	23
	4x4
	6

	ex5p
	123
	12
	3x3
	4

	frisc
	595
	25
	5x5
	5

	misex3
	153
	13
	3x3
	4

	pdc
	568
	24
	4x4
	6

	s298
	256
	16
	4x4
	4

	s38417
	847
	30
	5x5
	6

	s38584
	704
	27
	5x5
	6

	seq
	198
	15
	3x3
	5

	spla
	399
	20
	4x4
	5

	tseng
	131
	12
	3x3
	4


I’ve finished the MATLAB coding on covariance matrix generation and PCA. The eigenvector matrix and the diagonalized eigenvalue matrix have been generated for the 20 MCNC designs based on the above partitioned grids.
