I began writing the journal version of the ICCAD paper. In Section 4.1 Leakage Yield, I am going to make some change of the leakage yield model. In the original version, the leakage yield is computed as the yield under a certain bin Lg=-1σ. However, it is more reasonable to compute the leakage yield by integrating the yield under different bin as below:

[image: image1.wmf]))

2

)

log(

(

1

(

2

1

)

|

(

N

N

cut

g

cut

leak

I

erf

L

I

Y

s

m

-

+

=


[image: image2.wmf]ò

+¥

¥

-

=

g

g

cut

leak

g

cut

leak

dL

L

I

Y

L

PDF

I

Y

)

|

(

)

(

)

(


Moreover, in Section 5.1 the original paper, when discussing the leakage distribution by MC simulation, we said that when ΔLg=0, the 2X leakage variation is due to intra-die variation. This is not correct because the 2X leakage variation is due to the inter-die Vth and Tox variation, not the intra-die variation. 

Here is the outline of the journal version:

1. Introduction 

2. preliminary

Add more detail. Introduce the FPGA architecture and trace-based power and delay estimation model.

2.1 FPGA Architecture

2.2 Trace-based power and delay model

3. Leakage and timing variation

No major change

4. Yield model

No major change

5. Leakage and timing yield analysis

Do more experiments, consider all possible device settings and all 4 classes. 

5.1 Leakage yield

Show the impact of device and architecture tuning on leakage yield for different classes.

5.2 Timing yield

Show the impact of device and architecture tuning on timing yield for different classes.

5.3 Leakage and timing combine yield

Show the impact of device and architecture tuning on combined yield for different classes.

6. Conclusion
� EMBED Equation.3  ���
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