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Abstract

This paper proposes an efficient alternative to Triple
Modular Redundancy for SEU mitigation in SRAM-based
FPGAs. The new technique, Reduced Triple Modular Re-
dundancy (RTMR), operates on a lookup-table (LUT) net-
work obtained after the technology mapping stage. The en-
tire set of LUTs is classified on the basis ofsensitivity
into sensitive, internally insensitiveand last-level insensi-
tive LUTs. Instead of triplicating the entire design, only
the first and third category of LUTs are triplicated and tri-
buffer based majority voters are used. The classification is
first performed using signal probability propagation and
later more successfully by fault simulation. By utilizing the
unused flip-flops of the CLBs in combination circuits, cer-
tain last-level insensitiveLUTs can just be duplicated in-
stead of being TMRed. The RTMR technique is tested on
the MCNC ’91 benchmarks and the results for the 8 largest
combinational circuits is presented here. On an average
RTMR requires only99.61% additional number of LUTs
compared to the 200% additional LUTs required by a stan-
dard TMR. Even with such a low area requirement, the cir-
cuits produced by the RTMR technique are observed to have
a very high SEU immunity.

1. Introduction

Modern SRAM based FPGAs provide high performance at
a very low NRE (Non-Recurring Engineering) cost. The re-
configurability feature of the SRAM-based FPGAs make
them very suitable for applications that involve frequent
modifications to the design after deploying it on field. For

example, space applications benefit a lot by the reconfig-
urability feature by allowing in-orbit design changes, with
the aim of reducing the mission cost by correcting errors or
improving system performance after launch.

A Single Event Upset (SEU) is a fault that is quite
common in the SRAM-based FPGAs. SEUs are circuit er-
rors caused due to excess charge carriers induced primarily
by external radiations. Radiation directly or indirectly in-
duces a localized ionization capable of upsetting internal
data states. While these errors cause an upset event, the
circuit itself is not damaged. These errors are particularly
troublesome for memory elements (Routing configuration
bits and LUT entries) as the stored values of the bits are
changed,[15].

2. Previous Work and RTMR

Many solutions for mitigating SEUs in FPGAs have
been proposed in the past, [8], [5],[2],[9],[16],[3],[4].Other
methods for hardening logic circuits against SEUs have also
been proposed in [10],[14].

TMR (Triple Modular Redundancy) and its variants are
most commonly used for SEU mitigation,[7],[11],[6]. [6]
describes a combination of an error correcting code and
TMR in protecting an FPGA from SEUs. The main disad-
vantage of Triple Modular Redundancy(TMR) is the exces-
sive area overhead. The hardened design has 200% more
area than the original circuit. A technique known as Se-
lective Triple Modular Redundancy (STMR) is proposed in
[12] that employs partial redundancy to introduce SEU im-
munity. The STMR technique operates on a gate-level cir-
cuit, identifying sensitive gates and triplicating only such



gates. However, it must be noted that the LUT network ob-
tained after the technology mapping stage, is very different
from the gate-level circuit. Hence, the area savings at the
gate-level circuit are diminished after the technology map-
ping stage. Moreover, in most FPGA CAD tools, optimiza-
tion techniques during the technology mapping stage are de-
signed to remove redundancy in the circuit before obtaining
the final LUT network.

In this paper, an SEU mitigation technique known as
Reduced TMR (RTMR) is proposed that hardens an LUT-
based design against SEUs. In the LUT network obtained
from a circuit’s technology mapping. Redundant copies of
only a reduced set of LUTs are created to introduce SEU
immunity. This reduced set of LUTs is first identified using
an extension of a standard gate-level technique described in
[12]. However, due to the failure of such a classification at
the LUT-level, an alternative fault simulation technique is
proposed. This alternative technique is shown to produce
very accurate classifications resulting in a high SEU im-
munity at a much lower cost of area. The proposed RTMR
algorithm is then further refined for combinational circuits
by exploiting an architectural feature available in standard
FPGAs. By implementation on several large MCNC bench-
mark circuits, the refined RTMR technique is shown to re-
quire a much lesser area redundancy compared to a standard
TMR for nearly the same SEU immunity.

3. Sensitive and Insensitive LUTs

The concept of sensitivity is well known in the context
of logic gates. The same concept can be easily extended to
a 4-input look-up table. An LUT is defined to besensitive
if a change in any one of its current input values changes
the current output value. The opposite kind of LUT is an
insensitiveLUT which does not allow a change in a current
input value to affect the current output value. all the five
bits for the function in an LUT have the same value, the
LUT is defined to beinsensitive. An insensitive LUT acts
as a block against any SEU effects that are propagated up
to its inputs.

If the effect of an SEU, as seen at any LUT, is only a sin-
gle input value,insensitiveLUTs should be quite effective
as SEU-stoppers. The original LUT network is converted
into a redundant network with additional copies of only sen-
sitive LUTs. If there is a chain ofsensitiveLUTs between
two insensitive LUTs, two additional copies of the chain are
created. A tri-state majority voter is placed at the end of the
three chains, whose output is connected to the insensitive
LUT. If an SEU occurs inside asensitiveLUT chain, the
voter stops the wrong value from propagation. If an SEU
affects the output of aninsensitiveLUT, the error is stopped
at the nextinsensitiveLUT on the path to a primary output.
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Figure 1. Tri-state majority voter

We define alast-level insensitiveLUT as aninsensitiveLUT
that can reach a primary output(PO) through a chain of only
sensitiveLUTs. Such LUTs need to be triplicated since an
SEU that affects the output of alast-level insensitiveLUT
will propagate to a primary output.

Thus, the required redundancy for SEU mitigation can
be restricted to only the sets ofsensitiveand last-level in-
sensitiveLUTs. In later sections, we show how even the
redundancy required forlast-level insensitiveLUTs can be
reduced in some cases.

4. Classification of LUTs

The partitioning of the original set of LUTs intosensi-
tive and insensitiveLUTs is a very critical step in decid-
ing theareavs SEU immunitytrade-off. A technique used
in previous works concerning sensitivity of logic gates[12]
is signal probability propagation. First, we show how this
technique is extended to the case of4-input LUTs. But this
technique fails in the case of4-input LUTs resulting in ei-
ther erroneous or in very high-cost classifications. A simpler
alternative, fault simulation, is proposed to perform the sen-
sitivity classification. This technique is shown in later sec-
tions to achieve very accurate low-cost classifications. Once
the classification is performed, the RTMR technique can be
used to create SEU-immune circuits.

4.1. Signal probability propagation

The problem of computing signal probability (CSP) is
commonly encountered during the analysis and testing of
faults [1],[12]. Here, we show how the concept is extended
from the gate-level to the LUT-level. The signal probabil-
ity (SP) of a line is defined as the probability that the line
will carry a value ’1’ at any point of time. Given the SPs
of the primary inputs of an LUT network, the SP of every
net in the network can be determined by propagating the
SPs level-by-level till the primary outputs. Once this stepis
over, a threshold probability must be fixed in order to es-



timate the most probable value carried by a line using its
SP. If a line’s SP is greater than the threshold probability,
the line is expected to assume a logic value1, else it is ex-
pected to assume the logic value0. The calculation of the
SP of an LUT’s output, given its input SPs, is dependent on
the function stored in the LUT. Once again, the focus is on a
4-input LUT storing a16-bit truth table in a16-bit SRAM.

Let the input signal probabilities of an LUT, storing
the functionF (I1, I2, I3, I4) with inputs I1, I2, I3,I4, be
P1, P2, P3 and P4. The SP of the LUT output is simply
equal to the probability of an accessed SRAM cell of the
LUT holding a logic value1, is computed. LetMi ∈ 0, 1,
for 1 ≤ i ≤ 4, andV = F (M1, M2, M3, M4)

S(M1, M2, M3, M4) =






R(M1, P1) × R(M2, P2) × R(M3, P3) × R(M4, P4)
if V =1

0 if V = 0

where

R(A, B) =

{

B if A = 1
1 − B if A = 0

If F (M1, M2, M3, M4) is equal to 1, then
S(M1, M2, M3, M4) = 0. The output SP is calculated
as

1
∑

i=0

1
∑

j=0

1
∑

k=0

1
∑

l=0

S(i, j, k, l)

.
Though this technique is shown to produce very success-

ful classifications with gates in [12], the extended technique
for LUTs does not prove to be effective. The problem is
that the SP values computed by the method described above
vary over the entire [0-1] range. Thus, fixing a threshold
probability in order to determine the sensitivity of the LUTs
becomes very difficult. Even after experimenting with a
number of threshold probabilities, we find that the resulting
hardened circuits with the RTMR technique have poor SEU
immunity compared to the high area cost. We also tried the
use of two thresholds for determining the probable values
of the lines. LetL andH be the two thresholds. If SP ¡L,
the line is assumed to carry ’0’ and if SP ¿H , the line is
assumed to carry ’1’. Even in this case, a large number of
LUTs are left unclassified though some LUTs can be cor-
rectly classified. These LUTs cannot be considered insensi-
tive as this results in an even poorer SEU immunity in the
final circuit. These problems faced with the signal probabil-
ity propagation technique at the LUT-level indicate the need
for an alternative sensitivity classification technique.

4.2. Fault simulation

In later sections, we describe an LUT-level SEU simu-
lator that was designed to determining the SEU immunity

of a circuit. However, in this section we use the same fault
simulator to classify LUTs as eithersensitiveor insensi-
tivewithout much additional effort. The basic idea is that if
over a large number of fault simulations, a particular LUT
is repeatedlysensitized, then the LUT can be classified as
sensitive. This method though quite simple and seemingly
brute-force, is shown later to be very effective. For a given
circuit, a large number faults are simulated, each fault with
its own random primary input values. For every simulated
fault, a list ofsensitizedLUTs was obtained. The list com-
prises of all LUTs whose outputs took a different value in
the presence of the induced SEU with the same primary in-
put values. A simple measure of an LUT’s sensitivity is the
number ofsensitizedLUT lists that contain the given LUT.
Again, we see that a threshold value is required. However,
this threshold value is found to be quite independent of the
circuit and directly affects the SEU immunity of the circuit.
Therefore, this threshold value can be used to trade off the
total number of LUTs for SEU immunity in the new redun-
dant circuit. A higher threshold allows a smaller number of
LUTs to be labelled assensitivebut this leads to a lower
SEU immunity.

5. Proposed Reduced Triple Modular Redun-
dancy

In this section, the algorithm for the RTMR technique
is described. A three pass method is adopted for the sake of
simplicity and ease of extension to sequential circuits which
is part of our future work.

5.1. Generic RTMR algorithm

Using the fault simulation technique described in the pre-
vious section, the entire set of LUTs is partitioned into the
following,
S - Sensitive LUTs
L - Last level insensitive LUTs
I - Internal insensitive LUTs
We defineT = L∪ S, which is the set of LUTs to be tripli-
cated

1: for all LUTs L ǫ T do
2: Create two more copiesL and a majority voter
3: Connect the outputs ofL and its copies to its voter
4: end for
5: for all LǫI do
6: for all inputsPǫT do
7: Connect voted output ofP to L instead ofP
8: end for
9: end for

10: for all LǫT do
11: for all inputsP of L do
12: if PǫS then



13: Connect each copy ofP to corresponding
copies ofL

14: else ifPǫL then
15: Connect voted output ofP to L and its two

copies
16: end if
17: end for
18: end for
19: Remove all unconnected LUTs and voters

Steps1-4 form the first pass which triplicates all the
LUTs that aresensitiveor last-level insensitiveLUTs. Steps
5-18 form the second pass which involves the connection of
nets to the new copies as well as the voters. For aninsen-
sitive LUT, eachsensitiveor last-level insensitiveinput is
replaced by its voter’s output. For asensitiveLUT, if an in-
put is alsosensitive, each copy of the input are connected to
the corresponding copy of the LUT. However, in the case of
a last-level insensitiveinput, the voted output is connected
to the LUT in place of the input. Finally, all the additional
LUT copies and voters that were not connected as inputs
to any other LUTs, are removed from the circuit. This al-
gorithm produces a hardened circuit which a high level of
SEU immunity by triplicating only a subset of LUTs.

5.2. MPV technique

The main sources of redundancy seen in the RTMR al-
gorithm above are thesensitiveand last-level insensitive
LUTs. Here, an existing provision in the architecture of
standard FPGAs is exploited to reduce the redundancy due
to last-level insensitiveLUTs. InsensitiveLUTs, as seen in
the signal probability propagation technique are also LUTs
which have mostly have a fixed value as the output. Interest-
ingly, during the process of fault simulation, it is observed
that LUTs that are classified asinsensitive, almost have a
constant output value. This observation is used to replace
the triplication process oflast-level insensitiveLUTs by a
duplication process. A basic logic element (BLE) consists a
4-input LUT as well as a flip-flop that can also be connected
to any output pin of the Configurable logic block. The flip-
flop as seen in a standard Virtex architecture [13] has an
asynchronous set/reset control which is part of the FPGA
configuration memory. Though a sequential circuit has pre-
defined initialization values for these flip-flops, a combina-
tional circuit does not use these flip-flops at all. This very
flip-flop, in the case of alast-level insensitive LUTcan be
used as part of the SEU mitigation logic. A TMR for such
an LUT would consist of three LUTs having the same set
of inputs connected to a majority voter circuit. Instead, we
use two such LUTs with the flip-flop of one LUT contain-
ing the most probable output value (MPV) of the LUT. The
clock signal to this flip-flop is not connected at all to the
system clock as it is a combinational circuit, which ensures

that the stored value is not re-written. The flip-flop is pro-
grammed to hold the desired value by simply specifying the
asynchronous appropriate set/preset control in the configu-
ration memory. The outputs of the two LUTs as well as the
flip-flop output are connected to a majority voter circuit as
in TMR. If an SEU affects the output of one of theinsensi-
tive LUTs, the output of the majority circuit is the MPV of
the LUT. In the absence of an SEU, the outputs of the two
LUTs will be the output of the voter, regardless of the MPV
of the LUT. This simple addition to the generic RTMR algo-
rithm, which we call as the MPV technique, causes a signif-
icant drop in the required redundancy for the same level of
SEU immunity. This is explained by the fact that a large per-
centage of insensitive LUTs arelast-level insensitiveLUTs
due to techniques such as depth optimization employed dur-
ing technology-mapping. Since manylast-level insensitive
LUTs are observed to have a constant output value, the
MPV technique is very effective in reducing the required
redundancy.

However, not allinsensitiveLUTs identified by fault
simulation display a constant output value during the entire
simulation. Hence an additional set of threshold values is
required for findingconstant-output last-levelLUTs. How-
ever, these threshold values are much easier to fix unlike the
signal probability threshold values.

The RTMR algorithm for combinational circuits incor-
porates a few additional steps into the previous RTMR al-
gorithm.

The entire set of LUTs is partitioned into the following,
S - Sensitive LUTs
L - indeterminate last level insensitive LUTs
D - determinate constant-output last level insensitive LUTs
I - Internal insensitive LUTs
We defineT = L∪ S, which is the set of LUTs to be tripli-
cated

1: for all LUTs L ǫ T do
2: Create two more copiesL and a majority voter
3: Connect the outputs ofL and its copies to its voter
4: end for
5: for all LUTs L ǫ D do
6: DuplicateL, fix the flipflop ofL to the MPV
7: Create a majority voter forL
8: ConnectL, its copy and the flip-flop to the voter
9: end for

10: for all LǫI do
11: for all inputsPǫT or PǫD do
12: Connect voted output ofP to L instead ofP
13: end for
14: end for
15: for all LǫD do
16: for all inputsP of L do
17: if PǫT then
18: Connect voted output ofP to L and its copy



19: else
20: ConnectP to the additional copy ofL
21: end if
22: end for
23: end for
24: for all LǫT do
25: for all inputsP of L do
26: if PǫS then
27: Connect each copy ofP to corresponding

copies ofL
28: else ifPǫL then
29: Connect voted output ofP to L and its two

copies
30: end if
31: end for
32: end for
33: Remove all unconnected LUTs and voters

6. SEU simulation

This section describes the SEU fault simulator that was
designed in order to both support as well as verify the
RTMR technique. The fault simulator uses the open source
Icarus Verilog compiler and the Virtual Verilog Processor
(VVP) simulator. Using the technology mapping of the cir-
cuit, a Verilog model is constructed, which consists of a net-
work of 16-bit registers,16-to-1 4-select multiplexers and
flip-flops. A single16-bit register and a multiplexer rep-
resent a4-input LUT. Though the primary purpose of the
simulator is to observe the SEU immunity of the circuit,
other information such assensitivity listsas described in
earlier sections must also be gathered. An SEU is simu-
lated by forcing a randomly chosen net to the opposite of its
value observed in logic simulation without the SEU. When
an SEU is simulated on a particular net, only those LUTs
encountered on any path to a primary output, as well as the
primary outputs, need to be monitored. A single fault simu-
lation consists of the following steps

1. Randomly assign values to primary inputs

2. Randomly choose the net to be affected

3. Perform logic simulation and record monitored values

4. Force chosen net to opposite value

5. Perform logic simulation and record monitored values

6. Constructsensitivity listfor the fault

7. Experimental Results

The proposed RTMR technique was implemented on
standard MCNC benchmark circuits to evaluate the immu-

No. of No. of % of
Circuit LUTs in No. of LUTs in No. of extra

original faults RTMR faults LUTs
circuit circuit

alu4 1522 281 3004 25 97.37
apex2 1878 349 4054 5 115.87
des 1591 691 3967 71 149.34

misex3 1397 509 2935 30 110.09
pdc 4575 238 9593 24 109.68
seq 1750 412 3482 21 98.97
spla 3690 477 8070 27 118.7
ex5p 1064 394 2532 53 137.97

Table 1. Comparison of the area overheads of
TMR and RMTR circuits

No. of No. of % of
Circuit LUTs in No. of LUTs in No. of extra

original faults RTMR faults LUTs
circuit circuit

alu4 1522 281 2959 7 94.42
apex2 1878 349 2974 0 58.36
des 1591 691 3850 68 141.99

misex3 1397 509 2723 17 94.92
pdc 4575 238 8661 13 89.31
seq 1750 412 3371 7 92.63
spla 3690 477 7222 13 95.72
ex5p 1064 394 2442 21 129.51

Table 2. Comparison of the area overheads of
TMR and RMTR circuits

nity of the RTMRed circuits as well the savings in redun-
dancy. The sensitivity classification of LUTs was performed
by simulating 10,000 faults for each circuit. The SEU im-
munity of the RTMRed circuits is compared to that of the
original circuits by simulating 1000 faults in each case and
observing the number of faults propagated to the primary
outputs. The results for only8 of the largest combinational
MCNC benchmarks is shown here due to a lack of space.
Its worth noting that each of these circuits have more than
1000 LUTs which makes RTMR a very scalable technique.
Table1 shows the results for the generic RTMR algorithm
without the use of the MPV technique. The number of prop-
agated faults out of the 1000 applied faults, is shown for
both the original as well as the RTMR circuit. Even with-
out the MPV technique, the RTMR algorithm requires only



117.25% additional redundancy compared to the200% ad-
ditional redundancy requirement of a standard TMR. How-
ever, the tradeoff comes at the expense of a marginal loss
of SEU immunity due to the high threshold for identifying
sensitiveLUTs from thesensitivity lists. Table2 shows the
new results for the same benchmark circuits with the addi-
tion of the MPV technique to the RTMR algorithm. Here
the threshold for the identification ofsensitiveLUTs is very
low. As a result, a larger number of LUTs are classified as
sensitivecompared to the generic RTMR technique. How-
ever, by using only a duplication process instead of tripli-
cation for theconstant-output last-level insensitiveLUTs,
the total number of additional LUTs is lowered. The new
RTMR technique requires only99.61% additional redun-
dancy compared to the200% requirement of standard TMR.
Since the number of LUTs classified assensitivehas been
increased, the SEU immunity of the hardened circuit is
much better than that achieved by the generic RTMR al-
gorithm. It can be seen that for any benchmark circuit, the
number of propagated faults in Table2 is significantly lower
than the number of propagated faults in Table1.

8. Conclusion and Future work

An efficient SEU mitigation technique known as Reduced
TMR (RTMR) has been proposed for SEU tolerance in
SRAM-based FPGAs. The LUTs are classified based on
their sensitivity to SEUs and only a reduced set of LUTs are
TMRed. The classification is very accurately performed by
fault simulation with a fault simulator designed to evaluate
a circuit’s immunity to SEUs. Furthermore, the unused stor-
age elements in a CLB of a combinational circuit are used
to avoid triplication of a certain set of LUTs. For8 of the
largest combinational MCNC benchmark circuits, RTMR
produces very low-cost SEU-hardened circuits.

Our future work will deal with the hardening of sequen-
tial circuits to SEUs in a more area-efficient manner than
the standard TMR. The tradeoff between Area vs SEU im-
munity will also be studied in greater detail.
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