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Abstract—We present a design technique for hardening combi-
national circuits mapped onto Xilinx Virtex FPGAs against single-
event upsets (SEUs). The signal probabilities of the lines can be
used to detect SEU sensitive subcircuits of a given combinational
circuit. The circuit can be hardened against SEUs by selectively
applying triple modular redundancy (STMR) to these sensitive
subcircuits. However, there is an increase in the number of the
voter circuits required for the STMR circuits. Virtex has abundant
number of tri-state buffers that can be employed to construct
SEU immune majority voter circuits. We also present a SEU fault
insertion simulator designed to introduce errors representing
SEUs in the circuits. STMR method is thoroughly tested on
MCNC’91 benchmarks. With a small loss of SEU immunity, the
proposed STMR method can greatly reduce the area overhead
of the hardened circuit when compared to the state-of-the-art
triple modular redundancy (TMR). STMR method along with the
readback and reconfiguration feature of Virtex can result in very
high SEU immunity.

Index Terms—Field programmable gate array (FPGA), single-
event upset (SEU), triple modular redundancy (TMR).

I. INTRODUCTION

F IELD-PROGRAMMABLE gate arrays (FPGAs) are be-
ing increasingly used for space applications because of

low cost, reconfigurability, and low design turn-around time.
FPGAs such as Xilinx Virtex are a class of programmable de-
vices which use static random access memory (SRAM) cells for
implementing logic and interconnections of a mapped design.
These cells are highly susceptible to a category of radiation ef-
fect known as single-event upset (SEU) [1], [2].

SEUs are a major cause of concern for SRAM based FPGAs
such as Virtex, because of the following reasons:

1) Although SEUs show up as soft errors in combinational
circuits, they transform into more serious permanent
faults when they are mapped to FPGAs. This is because
the same combinational circuits are mapped on the FPGA
using look up tables (LUTs), which consist of SRAM

Manuscript received June 19, 2003; revised September 26, 2003 and June
20, 2004. This work was funded by Honeywell Inc., Clearwater, FL (2001
SASSO/CSO Academic Initiatives IR&D Program). The work of P. K. Samu-
drala was performed when the author was with the University of South Florida,
Tampa, FL 33620 USA. Patent pending at USPTO as of June 2004.

P. K. Samudrala is with the Space Micro, Inc., San Diego, CA, USA.
J. Ramos is with Honeywell Space Systems Inc., Clearwater, FL 33620 USA.
S. Katkoori, CSE Department, University of South Florida, Tampa, FL 33620

USA (e-mail: katkoori@csee.usf.edu).
Digital Object Identifier 10.1109/TNS.2004.834955

cells. Hence, an SEU in these cells could be latched, thus
transforming the transient fault into a permanent fault.

2) The interconnection of the FPGA is also controlled using
the data stored in SRAM cells.

3) Since the information defining the functionality of a
FPGA is also stored in memory cells, an upset in them
could lead to malfunctioning of the device and prove fatal
to the mission. Hence, such SEUs have to be meticulously
addressed for a mission employing SRAM based FPGAs.

It is also reported in [6] that SEUs are a major cause of con-
cern for Virtex. Thus, we focus on hardening the design mapped
on the Virtex FPGA.

Design hardening is one of the techniques employed to
mitigate SEUs. Hardening by design include introducing hard-
ware and/or software redundancy. Electronic devices intended
for space applications can be designed from a library of SEU
tolerant basic gates and memory cells. Such structures of gates
and SRAM cells have been proposed in the previous decade. A
SEU hardened version of a boolean gate is obtained by modi-
fying its basic structure by adding a few additional transistors.

Whitaker design [8]–[10], Dice design [11], HIT cells [15],
and Barry-Dooley design [16], [17] are some of the SEU tolerant
SRAM cells that exist in the literature. These methods, although
very effective, unfortunately cannot be applied easily to FPGAs.
This is because FPGAs are COTS (commercially off the shelf)
devices that are prefabricated. The whole design cycle has to be
modified and is cost-prohibitive.

An alternative to using SEU hardened library of cells is to
apply modular redundancy. Triple Module Redundancy (TMR),
first proposed by Von Neumann [24], is one such technique
where a module is replicated three times and the output ex-
tracted from a majority voter as shown in Fig. 1(a). The main
drawbacks of applying modular redundancy technique are: ex-
cessive area overhead (i.e., increase in board space and system
payload). The hardened design has 200% more area than the
original circuit. In the context of space based applications, this
implies an increase of the payload by two times.

TMR system can withstand only single upsets at any instant
of time, thus, if two redundant modules are simultaneously
upset, then the output cannot be guaranteed to be correct. Also,
if two modules are permanently damaged, the whole TMR
system has to be discarded. The redundant system is considered
SEU tolerant under the assumption that the voter circuit is
completely immune to SEUs.
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Fig. 1. (a) Triple Modular Redundancy. (b) Tristate voter in virtex FPGA.

TABLE I
SIGNAL PROBABILITY COMPUTATION AT THE OUTPUT OF A BOOLEAN GATE

Fig. 2. Sensitive and insensitive gates (P = 0:5).

The correct implementation of TMR depends on the type of
the module to be hardened. For example, the method of imple-
menting TMR for sequential circuits is different from that of
combinational circuits.

A. SEU Mitigation Techniques for Virtex FPGAs

Virtex series have special features that can be used for SEU
hardening:

Readback and Reconfiguration: The configuration data of the
Virtex can be downloaded from the device. This is called the
“readback” feature. The “readback” data can be compared with
the uncorrupted data to identify any occurrence of an SEU. In
case of an upset, the device can be “reconfigured” with the
uncorrupted data. The readback and reconfiguration procedure
could be employed periodically to detect and correct the occur-
rence of an SEU. The total time taken for readback and recon-
figuration is 20 ms (which is highly undesirable).

Partial Reconfiguration of Virtex FPGAs: The SEU correc-
tion procedure could be speeded by partially reconfiguring the
SEU affected part of the configuration memory. As a result only

Fig. 3. Algorithm to detect a gate’s sensitivity to SEU.

the corrupted data can be reloaded, effectively reducing the cor-
rection time to 3 [6].

Triple Modular Redundancy: TMR is the most robust mitiga-
tion technique, but the main drawback of using TMR for SRAM
based FPGAs is that the voter circuit has to be implemented
using SRAM cells which themselves are highly susceptible to
upsets. Unlike other SRAM based FPGAs, Virtex has tristate
buffers (BUFT), which can be used to build a SEU tolerant voter
circuit [6] shown in Fig. 1(b).

The elements that are susceptible to SEUs in this voter are the
routing pips (Programmable Interconnection Points), which are
controlled by SRAM cells. However, any upset in these cells
would temporarily disconnect the inputs or outputs of one of
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Fig. 4. Main algorithm to perform selective TMR.

Fig. 5. Algorithm that recursively identifies SEU-sensitive gates.

the BUFTs but not affect the output of the voter. Hence, this
method is resilient to single upsets but is prone to fail in case of
multiple upsets. The correct implementation of TMR with the
Virtex FPGA depends on various factors such as the size and
the type of the module to be mitigated.

TMR can be implemented based on the module size in four
ways [5]: 1) Module Redundancy; 2) Logic Partitioning Redun-
dancy; 3) Logic Duplication Redundancy; and 4) Device Re-
dundancy. It can also be implemented based on the type of the
logic [6]: 1) Throughput logic; 2) State machine logic; 3) I/O
logic; and 4) Specialized subsystems (such as clock signal).

A method to assess the probability that an SEU occurring at a
node in the circuit causing a error at the output of a flip-flop has
been proposed in [23]. A program named SUPER II, that evalu-
ates a circuit to determine the nodes with the highest probability
of having an SEU cause an error in the output of a flip-flop has
been proposed by the authors.

We propose selective triple modular redundancy (STMR)
which extends the basic TMR technique by identifying SEU
“sensitive” gates in a given circuit and then introducing TMR
selectively at these gates. The sensitivity of a gate to an SEU is
determined by the signal probabilities of its inputs. We assume
that the input environment is specified by the user in terms of
signal probabilities at the primary inputs of the circuit. Given

Fig. 6. Algorithm to introduce TMR at the subcircuit level.

Fig. 7. (a) Connections between two triplicated modules (without fanout);
(b) connections between two triplicated modules (with fanout).

a gate-level implementation and the input signal probabilities,
we propagate them to compute the signal probability of each
internal node. A gate is sensitive if an SEU on any one of the
inputs is likely to be propagated to the output of the gate. The
advantage of this technique is that the area overhead is typically
much smaller than that of the full TMR.
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Fig. 8. (a) C17 circuit. (b) STMR version of C17 circuit.

Fig. 9. Comparision of original and faulted circuits.

We have implemented the proposed technique and validated
it by simulation on various benchmarks chosen from MCNC 91
Benchmark Suite [3]. To start with, each benchmark is synthe-
sized using SIS [4] Logic Synthesis tool. Then, we propagate
the input probabilities and generate a STMR circuit, map it onto
Xilinx Virtex FPGA, extract structural VHDL netlist, and insert
faults randomly on the circuit. Compared with the standalone
circuit (i.e., without any hardening) the STMR circuit has high
level of immunity against SEUs.

The rest of the paper is organized as follows: Section II
presents in detail the proposed selective TMR technique as
an algorithm and illustrates with a small example. Section III
explains the experimental setup, reports the experimental
results, and finally analyzes them. It also briefly discusses an
extension of the proposed technique to sequential circuits.
Finally, Section IV draws conclusions.

Fig. 10. VHDL resolution function to resolve between values of two drivers
on a signal.

Fig. 11. Fault insertion on line “A” by SEU simulator.

II. STMR APPROACH

We present in detail the proposed STMR method. The overall
idea is as follows: Given the primary input probabilities, we
propagate them to primary outputs in one pass. In the next pass,
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TABLE II
RESULTS BEFORE MAPPING, THRESHOLD PROBABILITY=0.3

we start from primary outputs and backtrack to determine SEU-
sensitive gates. The notion of a SEU-sensitive gate is described
in detail later. A subcircuit that consists of SEU-sensitive gates
is identified to be SEU-sensitive. We introduce TMR for each
SEU-sensitive subcircuit.

This section is organized as follows: Since the approach is
exploiting the input environment information, first, we will dis-
cuss how to obtain such information. We will then describe the
notion of a SEU-sensitive gate. Based on this notion, we will
proceed to explain the STMR algorithm in detail. Finally, we
will illustrate the idea by a small example.

A. Characterizing Input Environment

Typically, the user of an application will have some idea of
the environment in which it will be employed. In case of space-
based applications, for, e.g., weather forecasting satellite, we
can characterize the input environment based on the image data
that is captured.

Profiling has been a popular method for input characteriza-
tion. Software profiling techniques are widely used in the soft-
ware development to identify the often executed portions of the
code. Representative benchmarks are used to gather profile data.
In the past decade, profiling for hardware design has been ex-
tensively used to design low power systems [12]. The profiled
data can be summarized either in the form of input signal prob-
abilities or in terms of “representative” input sequence. In the
latter case, vector-compaction [13], [14] based scheme has been

proposed to reduce the length of such sequences. We can always
reduce the representative sequence to input probabilities by sim-
ulating the circuit with the sequence. Thus, it is justified to as-
sume that the input environment information is available in the
form of input signal probabilities.

In the context of SEU-hardening synthesis technique, [25]
proposed a method of calculating the probability of an upset
due to a SET on a given combinational circuit. The probabilities
are determined based on the radiation environment it will be
subjected to and the nature of the circuit.

We will recall the concept of “sensitive” input of a gate intro-
duced by the Critical Path Tracing (CPT) algorithm [27]. With
respect to a test vector, a sensitive input is identified as follows:

Definition 1: A gate input is sensitive (in a test ) if comple-
menting its value changes value of the gate output. The sensi-
tive inputs of a gate with two or more inputs is determined as
follows:

1) If only one input has the dominant value of the gate, then
is sensitive.

2) If all inputs have non dominant values, then all inputs are
sensitive.

Since, we have signal probabilities rather than actual test vec-
tors, in order to use the above definition, we define a threshold
probability as follows:

Definition 2: The logic value assumed by a line is “0” if
its signal probability is less than the threshold probability

otherwise it assumes a logic “1.”
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TABLE III
RESULTS BEFORE MAPPING, THRESHOLD PROBABILITY=0.4

Thus, given a , we would first assign the logic
values, according to the Definition 2, for the inputs of a gate
and then we determine the gate’s sensitivity according to
Definition 1 and Definition 3.

Definition 3: If a gate has one or more sensitive inputs, then
we say that the gate is sensitive to SEUs.

The signal probability of the output of an -input gate
with th input having signal probability, is determined by the
type of gate as shown in Table I.

The Algorithm is_sensitive() shown in Fig. 3 is employed to
find the sensitivity of a gate. It can be illustrated by an example:
Consider a 3-input AND gate with the signal probabilities of the
inputs A, B, and C equal to 0.4, 0.6, and 0.8, respectively, as
shown in the Fig. 2. Let the threshold probability be 0.5. The
lines 5–11 of the algorithm (Fig. 3) assign the dominant value
of the input gate depending on its type.

Assume a fault due to SEU on one of the inputs “A” at some
instant of time, and assume that all other signals are at logic "1"
at that instant. The fault propagates through the gate because all
other signals are at nondominant values. In other words, a fault
on the input A propagates to the output of the gate only when
the the other inputs assume nondominant values. Interpreting
this in terms of probabilities: an SEU on one of the inputs of
a gate has a higher probability of upsetting its output only if
the signal probability of all other inputs being at nondominant
value is greater than or equal to the threshold probability. Hence,
the gate is assumed to be sensitive to SEUs on its inputs. Con-

sider the 3-input gate with a different set of input probabilities,
A (0.4), B (0.4), and C (0.8). The fault on line A has lesser prob-
ability of propagating through the gate as the probability of line
B assuming nondominant value is less than the threshold prob-
ability, consequently making the gate insensitive to SEUs on it
inputs. The lines 12–27 of the algorithm shown in Fig. 3 per-
forms the function described above.

B. Proposed STMR Algorithm

The algorithm for synthesizing the hardened circuit from a
given circuit is as outlined in Fig. 4. Given the input signal prob-
abilities of a gate-level netlist, first, the algorithm determines the
signal probabilities of all the nets in the circuit (lines 3–9). The
signal probabilities of the primary inputs are propagated, level
by level until the primary outputs of the circuit are reached. SEU
sensitive subcircuits are identified as in lines 10–16. A subcir-
cuit is marked as sensitive if an SEU in it has a higher prob-
ability of affecting one or more primary outputs of the circuit.
Such subcircuits are identified by starting at the primary outputs
and backtracking through the circuit and finding the longest cas-
caded chain of sensitive gates.

The algorithm for identifying a SEU sensitive subcircuit is
shown in Fig. 5. The algorithm starts at one of the gates at the
last level of the circuit (line 4). All the SEU sensitive gates con-
nected to this gate are found by backtracking recursively as in
the lines 6–11. The sensitivity of the gate is determined by using
the algorithm shown in Fig. 3.

Authorized licensed use limited to: IEEE Xplore. Downloaded on January 21, 2009 at 19:11 from IEEE Xplore.  Restrictions apply.



SAMUDRALA et al.: STMR-BASED SEU-TOLERANT SYNTHESIS 2963

TABLE IV
RESULTS BEFORE MAPPING, THRESHOLD PROBABILITY=0.5

The nondominant value for AND and NAND gate is “1,” hence,
their sensitivity depends on the same criterion. The sensitivity
of OR and NOR gates also depends on a common criterion. EXOR,
EXNOR, and NOT gates propagate faults no matter what the signal
probabilities of the inputs are, so these gates are always consid-
ered SEU sensitive. The output gates are also assumed to be
sensitive as a heavy ion bombarding the gate might affect the
final output.

The circuit can be immunized against upsets by mitigating
SEUs in the sensitive subcircuits. This can be accomplished
by applying TMR for all the gates in such subcircuits (lines
17–19 of Fig. 4). The algorithm employed for selective TMR
insertion is given in Fig. 6. The lines 4–15 of the TMR-
insertion algorithm triplicates all the gates of subcircuits that
are identified as SEU sensitive. A voter is introduced between
gates depending on the fanout connections of the sensitive gates
as in the lines 16–31.

If the fanout of a sensitive gate is connected to only sensi-
tive gates, then the outputs of the triplicates can be directly con-
nected to the inputs of the triplicates of the next level. This im-
plies that the introduction of a voter between such levels is not
necessary.

For example, consider two sensitive gates, Gate1 and Gate2
(marked by dotted circles) connected as shown in Fig. 7. The
output of the SEU sensitive gate Gate1, D is connected only to
Gate2 which is also sensitive. Hence, the triplicated structure
for this subcircuit is as shown in Fig. 7(a).

If the fanout of the sensitive gate is connected to a non trip-
licated gate, then a voter is introduced between them. The mit-
igated output is then fed to the non triplicated gate. This is il-
lustrated in Fig. 7(b). The output of Gate1, D, is connected to
a SEU-sensitive gate (Gate2) and non sensitive gate (Gate3).
Hence, the outputs of the triplicated structure D_1, D_2, and
D_3 have to be mitigated using a voter before it is fed to the
gate Gate3. It is assumed that the Gate3 is not in the last level
of the circuit.

C. An Illustrative Example

Consider the (MCNC’91 benchmark) C17 circuit, as shown
in Fig. 8. The signal probabilities of the inputs are marked beside
them.

The signal probabilities of the nets are calculated as in the
lines 3–9 of Fig. 4. Gates 3, 4, 5, and 6 are found to be SEU
sensitive [shown by dotted circles in Fig. 8(a)] as in lines 10–16
of the algorithm. Gate 4 is SEU sensitive as a fault on line F or
line E has a high probability of affecting its output Y. Similarly,
Gate 3 is sensitive as a SEU on input A (or input F) has a high
probability of affecting its output X; an SEU on line Y has a
high probability of affecting the signal Z2 which is the output
of gate 6, hence it is considered sensitive. Although Gate 5 has
no sensitive input, it is considered SEU sensitive as it is in the
last level of the circuit.

SEU sensitive subcircuits can be obtained by starting at one
of the outputs and backtracking through the continuous chain
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TABLE V
RESULTS AFTER MAPPING, THRESHOLD PROBABILITY=0.3

of sensitive gates. For example, the subcircuit1 can be obtained
by starting at the primary output Z1. Backtracking from Gate
5, we find that Gate 3 and Gate 4 as sensitive gates connected
to Gate 5. The algorithm now backtracks recursively through
Gate 3 and Gate 4 in two passes. Assume that the algorithm
proceeds through Gate 4. Backtracking from Gate 4 we find no
sensitive gates. Hence, we stop at Gate 4 and mark gates 4 and
5 as the sensitive gates in subcircuit1. Similarly, subcircuit2 and
subcircuit3 shown in Fig. 8(a) can be obtained.

TMR is now applied selectively on the subcircuits to harden
the circuit against SEUs. The resulting STMR circuit, is as shown
in Fig. 8(b), with all the gates in the sensitive subcircuits replaced
with their triplicates. The hardened circuit has two voters in-
troduced at the primary outputs. The voter can be implemented
using either LUTs or tristate buffers. However, they are imple-
mented using tristate buffers as they are resistant to SEUs.

It is evident from Fig. 8(b) that the SEU hardened STMR
circuit has a total of 14 gates. Whereas the same circuit when
hardened by full module TMR has 18 gates

. Hence, there is a savings of 4 gates for the given
set of input signal probabilities for the C17 benchmark circuit.
However, the STMR circuit has an overhead of one voter circuit
when compared to the TMR method. But the voter circuit is not
considered as an overhead, as Virtex has abundant number of
tristate buffers which usually go unused [6]. Hence, they can be
employed for implementing tristate voters.

III. EXPERIMENTAL SETUP AND RESULTS

We first elaborate the experimental flow used for validating
the proposed STMR method. Then, we discuss the SEU simu-
lator we have developed to insert faults representing SEUs. We
also discuss the functional testing procedure employed for as-
sessing the SEU immunity of the STMR circuit. And, last, we
analyze the results obtained by applying selective TMR tech-
nique on benchmarks.

A. Experimental Flow

The experimental flow involves the following four tasks:

1) Preparing the Input file: The STMR mitigation is tested
on the combinational circuits of the MCNC 91 benchmark
suite. The netlists which are in BLIF (Berkeley Logic In-
terchange Format) are converted into VHDL format. This
ensures that the generated VHDL file could be fed into
the Xilinx Foundation Tools 4.1i to map the designs onto
Virtex FPGAs.

2) STMR insertion: The STMR algorithm discussed in the
previous chapter is coded in “C” language. The generated
VHDL netlist is fed into the STMR algorithm. A random
set of probabilities is generated and assigned to the inputs
of the given circuit. The probabilities are then propagated
through the circuit. SEU sensitive subcircuits are iden-
tified and structural modifications are made to the orig-
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TABLE VI
RESULTS AFTER MAPPING, THRESHOLD PROBABILITY=0.4

inal circuit by applying STMR. The VHDL netlist of the
STMR circuit is then fed to SEU simulator. The results
so obtained represent the behavior of the circuit before
mapping.

The STMR circuit is mapped onto Virtex FPGA using
Xilinx Foundation Tool 4.1i. The mapped netlist is again
fed to the SEU simulator and tested for SEU immunity.
The results so obtained represent the behavior of the cir-
cuit after mapping.

3) SEU Simulation: A SEU simulator is designed to create
a realistic scenario of the faults injected into the space
electronics due to SEUs. The simulator is explained in
detail later (Section III-B).

4) Error Calculation: Fig. 9 shows the process of fault in-
sertion and testing. The STMR circuit is faulted by in-
troducing SEUs using the simulator and simulated. The
functional operation of the STMR circuit is compared
against that of the original unfaulted circuit. This is done
by EXOR-ing the outputs of both the circuits. A disparity
between these outputs indicate that the SEU induced in
the STMR circuit has propagated to its output(s), thus
leading to a functional failure. The number of errors are
thus calculated. This process is repeated with the STMR
netlist obtained both before mapping and after mapping
onto Virtex.

B. SEU Simulator

The SEU simulator designed for the purpose of fault (SEU)
injection has the following three important features.

1) An SEU can occur on any line of the circuit thus injecting
a fault. The simulator subjects the circuit to this condition
by randomly injecting a fault on any one signal.

2) When an SEU occurs at any node, it temporarily inverts
the value on that line. The simulator allows the variation of
SEU duration. The duration of SEU represents the period
of fault injection due to an SEU. A bit-flip in an SRAM
cell is simulated by introducing a fault for the entire input
duration (in our simulations each input vector is applied
for 20 ns). On the other hand, the SEUs on the intercon-
nection and combinational logic are introduced by flip-
ping the logic value on the circuit line temporarily for a
short duration.

3) An SEU can occur during the input transitions or at any
instance during the application of inputs. The simulator
introduces faults on a line randomly in time.

The SEU simulator operates as follows: Each output of the
fault generator is assigned to force either logic “Z” or logic “1”
on one of the lines of the circuit. We assume that all signals ex-
cept the primary inputs of the circuits and the primary ouputs of
the circuits (coming out of voter circuits for STMR circuits) are
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TABLE VII
RESULTS AFTER MAPPING, THRESHOLD PROBABILITY=0.5

sensitive to SEUs. So the simulator produces as many outputs
as there are signals in the circuit. Hence, at any point of time the
nets to be upsetted are each driven by two sources, the original
value and the simulator output.

Consider an example, where line A has to be induced with an
SEU, during simulation. It is assigned to one of the outputs of
the SEU simulator. When the simulator forces “Z” on the signal,
the resolution function shown in Fig. 10 resolves the effective
value on the Line A to be its original value as shown in Fig. 11.
But, when there is a logic “1” on the simulator output driving
Line A the function resolves the line value to be the inverted
value of the original, during simulation as shown in Fig. 11.

C. Results

STMR technique was tested on various benchmark circuits.
The synthesized STMR circuits were introduced with SEUs
and simulated. The same STMR circuits were then mapped
onto Virtex FPGAs using Xilinx Foundation Tool. The mapped
netlists were extracted, introduced with SEUs and simulated.

Tables II, III, and IV show the results obtained before map-
ping for three sets of threshold probabilities (0.3, 0.4, and 0.5,
respectively). Similarly, Tables V, VI, and VII show the results
after mapping. The circuits are tested with three SEU durations
(3, 5, and 20 ns) for each set of threshold probabilities shown
at the top of each table. The columns corresponding to “orig-
inal” represent the statistics of the original circuits. Whereas that

marked by “STMR” are that of the synthesized STMR circuits.
The column “S” show the area savings of the STMR circuit over
the TMR design of the same circuit.

The columns marked as “E” denote the number of times an
induced SEU affected the correct operation of the circuit. The
column “A” denotes the area of the circuit (in terms of gates)
before mapping. The column marked as “L” in the results after
mapping represents the resources in terms of LUTs used for
mapping the designs onto Virtex.

For each set of threshold probability the original and STMR
circuits are simulated with the same set of 1000 test vectors.
The input test vectors randomly generated adhere to the appro-
priate probabilities of the inputs that were employed in gener-
ating the corresponding STMR circuits. The duration of each
input is 20 ns. Hence, an SEU duration of 20 ns represents the
faults due to SEUs in the SRAM memory cells. The designs are
induced with 1000 SEUs, one per each test vector. This is equiv-
alent to simulating the circuit in actual radiation environment
for a period of 1000 days. This is assumed based on the empir-
ical data, according to which there are
[7], which can be approximated to one SEU per day in the elec-
tronics. And the duration of an SEU upsetting the device is less
than 200 ps [28].

The efficiency of the STMR method in decreasing the area
of the STMR circuit is a factor of: 1) The nature of the com-
binational circuit; 2) The input signal probabilities; and 3) The
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TABLE VIII
SEU SENSITIVITY OF CIRCUITS BEFORE MAPPING

number of gates in the last level of the combinational circuit.
For example the more the number of EXOR, EXNOR, and NOT

gates, greater the area of the STMR circuit. This is because, as
mentioned before, these gates are always sensitive to SEUs no
matter what the input signal probabilities are. Also, since the
gates in the last level of the circuit are also considered sensitive
independent of the signal probabilities of their inputs; the area
of the STMR circuit is highly dependent on the number of gates
in the last level of the original circuit.

It should be noted that the concept of has been
adopted only to assign logic values to the lines. The perfor-
mance of the STMR circuits is not a function of the .
However, if the circuit consists of only AND and/or NAND gates
the number of functional errors decrease and the area of the
STMR circuits increase with decrease in the threshold proba-
bility. This is because as the threshold probability is decreased,
more number of lines are assumed to be at logic “1” and hence
more number of gates are marked sensitive. This leads to less
number of errors to propogate to the output(s).

If the given circuit is made of only OR and/or NOR gates,
any decrease in will decrease the number of sensi-
tive gates and hence lead to lesser area of the STMR circuit.
This will consequently increase the number of functional errors
in the STMR circuit.

For a circuit consisting of AND, NAND, OR, and NOR gates,
a change in may not necessarily signify a decrease
or increase in area. Hence, a given circuit with a given set of

input probabilities should be synthesized and simulated to get
the best STMR circuit that satifies the required area and error
constraints.

As seen from Tables II–VII, the area of the STMR design
is significantly less than that required for full module TMR of
the same design. It can be noticed from the Table II (results be-
fore mapping and ) that the maximum savings
in area is obtained for the benchmark circuit cm150a, which is
65%. As mentioned before the statistics of the STMR circuit is
a function of input signal probabilities. This is evident from the
results of the circuit cm42a with a different set of input proba-
bilities (and threshold probability of 0.4) as shown in Table III.
The circuit now has a savings of 8% (for SEU duration 20 ns).

Comparing results before and after FPGA mapping, we ob-
serve that in some cases the area savings after mapping is very
less and for some other circuits it is more than that of the full
TMR circuits. This is because of the voter circuits and the level
of area optimization performed by the Xilinx Foundation Tool
during the mapping of STMR circuits onto the Virtex FPGAs.
For example the area savings of the cm42a circuit after map-
ping is 23% (Table V) and whereas that before mapping is 0%.
However, the area savings of the C1355 STMR circuit before
mapping is 11% and that after mapping is 28% (minus sign in
the area savings indicates that the area of the STMR circuit is
more than that of full TMR circuit).

Table VIII and Table IX show the SEU sensitivity of the
benchmark circuits before mapping and after mapping repec-
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TABLE IX
SEU SENSITIVITY OF CIRCUITS AFTER MAPPING

tively. The SEU sensitivity of a given circuit is calculated by
dividing the difference between the number of errors in the orig-
inal circuit and those in the STMR circuit by the number of er-
rors due to SEUs in the original circuit. In other words, it is the
percentage of the SEUs the STMR circuit has withstood. It can
be inferred from the tables that the SEU sensitivity of the STMR
circuits is excellent in many cases. However, for some of the cir-
cuits such as alu2, the sensitivity is negative. It indicates that the
STMR version of alu2 is more prone to SEUs than its original
circuit.

It has been inferred from the experimental analysis that the
number of SEUs affecting the smooth operation of the STMR
circuit is typically less than 20. Hence, it can be assumed that
over a period of 1000 d (roughly 3 yr), the STMR circuit mapped
on FPGA malfunctions 20 times when it is hit with an SEU
inducing particle.

The main advantage of TMR over STMR is that it guaran-
tees 100% immunity of the circuits against SEUs. Whereas
STMR circuit is prone to propagate some errors. However,
readback and reconfiguration on STMR circuit can guarantee
almost 100% immunity of the circuit against SEUs. The main
advantage of the STMR method over TMR is that the area of
the STMR circuit is roughly two-thirds of the area of the TMR
circuit. The number of voter circuits required for the STMR
circuit is very high when compared to the TMR circuit. The
STMR method can be used on a device which has abundant
tristate buffers such as Xilinx Virtex.

Fig. 12. Accumulator.

D. Extensions to Sequential Circuits

The STMR method discussed in this paper addresses the
hardening technique for only combinational circuits. The
method can be extended to harden the sequential circuits as
follows. Assuming the sequential circuit is modeled as a syn-
chronous state machine model, i.e., a combinational circuit
with a feedback path consisting of state registers, the combina-
tional block can be hardened against SEUs by applying STMR
method. The state registers can be replaced with any SEU
hardened latches reported in the literature [8]–[10]. Instead of
hardened latches, we may TMR the state registers. For example,
consider the accumulator unit as shown in the Fig. 12. Knowing
the bit level probabilities of the input signal A, we can STMR
the adder.
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IV. CONCLUSION

We conclude from this paper that the proposed STMR is an
effective technique for SEU hardening in FPGAs. The effective-
ness of the proposed method is highly dependent on the input
signal probabilities and the nature of the circuit. The area of the
STMR circuit in the worst case can be equal to that of the full
TMR circuit. STMR along with other mitigation features of the
Virtex series can provide immunity against SEUs comparable to
that with full module TMR, with less area overhead.

STMR technique is beneficial to those circuits with input en-
vironments wherein the size of the SEU sensitive subcircuit(s) is
much smaller than the original circuit. For such circuits, the area
overhead of STMR technique will be lesser than (upto 60–70%
as observed in some of the examples) that of the TMR.
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