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Boolean Matching for LUT-Based Logic Blocks
With Applications to Architecture Evaluation and
Technology Mapping

Jason (Jingsheng) Congellow, IEEE,and Yean-Yow Hwang

Abstract—in this paper, we present new Boolean matching FPGAs consist of three kinds of programmable elements:
methods for lookup table (LUT)-based programmable logic blocks  programmable logic blocks (PLBs), routining resources, and
(PLBs) and their applications to PLB architecture evaluations input—output (1/0) blocks. Each logic block contains combina-

and field programmable gate array (FPGA) technology mapping. . . .
Our Boolean matching methods, which are based on functional tional components such as multiplexers (MUXs), simple gates

decomposition operations, can characterize functions for com- (€.9.,AND andoR), programmable lookup tables (LUTs), and
plex PLBs consisting of multiple LUTs (possibly of different sequential components such as flip-flops. Routing resources

sizes) such as Xilinx XC4K CLBs. With these techniques, we include segmented interconnects and switching blocks. The
conducted quantitative evaluation of four PLB architectures on segmented interconnects connect to the inputs and outputs of

their functional capabilities. Architecture evaluation results show . . o .
that the XC4K CLB can implement 98% of six-input and 88% logic blocks while the switching blocks link the segments to

of seven-input functions extracted from MCNC benchmarks, form long routing tracks to implement routing topology. The
while a simplified PLB architecture is more cost effective in terms /O blocks can be programmed to become the primary inputs

of function implementation per LUT bit. Finally, we proposed (PIs) or primary outputs (POs) of the circuits on FPGAs.
new technology mapping algorithms that integrate Boolean LUTSs are the basic logic blocks in many FPGAs today. A

matching and functional decomposition operations for depth . - k .
minimization. Technology mapping results show that our PLB k-input LUT (k-LUT) consists of2™ static random access

mapping approach achieves 12% smaller depth or 15% smaller memory (SRAM) cells that can store the truth table of an
area in XC5200 FPGAs and 18% smaller depth in XC4K FPGAs, arbitrary k-input function. In many FPGAs, small LUTs are
compared to conventional LUT mapping approaches. connected by fast local connections to form a PLB for imple-
Index Terms—FPGA architecture, logic synthesis. mentation flexibility, better performance, and better utilization
of silicon area. In contrast, some FPGAs use MUX-based
logic blocks or product-term-based logic blocks. These blocks,
although having more thah input ports, cannot guarantee
HE FIELD programmable gate array (FPGA) wagn implementation for an arbitrarg-input function. New
introduced in the mid-1980s as an alternative for thgniversal logic module (ULM)-based FPGA logic blocks [34]
implementation of application-specific integrated circuitbad been proposed for better coveringf6finput functions,
(ASICs). In contrast to the cell library technology and théut the coverage was still incomplete (99% of four-input
mask-programmable gate array technology for ASICs, &mnctions using an eight-input ULM). Since LUT is widely
FPGA does not need to go through the fabrication process figed in today’s major FPGAs and is a true ULM for functions
circuit implementation and is field programmable and oftedf its input size, we focus on implementing functions using
field reprogrammable. Although the FPGA in general hasldJT-based PLBs in this paper.
lower gate density and slower circuit speed, its advantages oA PLB can often implement one arbitrafy-input function,
programmability, shorter design turnaround time, and lowghereK is determined by the PLB architecture or sowide
initial nonrecurring engineering cost (good for low to mediurfunction of more thark inputs. Unfortunately, it is generally a
volume production) often offset its disadvantages. A wide rangéficult problem to determine if an arbitrary given wide func-
of applications has been developed using FPGAs, includitign can be implemented by a PLB. This is called Buolean
fast ASIC implementation, rapid system prototyping, logiohatching for PLBoroblem. Most existing technology mapping
emulation, and reconfigurable computing. algorithms first produce & -LUT mapping solution, then pack
LUTs into PLBs [9], [10], [18], [19], [21], [27], [30], [31], [39].
A comprehensive survey of recent FPGA technology mapping
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Fig. 1. Two generic PLB architectures. (a) PLB1. (b) PLB2.

XH

the output signals of’, G, andH are denoted asr, o¢, and « .
og, respectively. For PLB1, the 3-LUT H has inputg, o¢, X2 —» F
and external signaty. For PLB2, the MUX H selects either x3
or Or og to output depending on the value of external selection x4—> ,
signalz g. x6 H
The LUT size§ X | and|X¢| and the appearance of; are |—’
architecture parameters that may vary from one PLB to another.
Therefore, we shall represent PLB1 as PLBX ¢ |, | X¢|, h), 5— O
where the first two parameters are the sizes of LUTand
G, andh = 1 if the zy line exists, otherwiséd = 0. Sim-
ilarly, we shall represent PLB2 as PLRRX r|,|X¢|). Under Fig. 2. Single CLB implementation of functiof(.X).
this notation,PLB1(4,4,1) is identical to the logic block of
Xilinx XC4K series FPGAs [38], which is called the config-
urable logic block (CLB), whilePLB2(5, 5) is the logic block
of Lucent’s ORCA series FPGAs [33], which is called the pro-

OF = T1X2X3T4 + T1X2T3T4 + T1X2X3T4 + T1X2T3T4

+ Z123%4 + 217273

grammable function unit, afl.LB2(4, 4) is the Xilinx XC5200 0G = T1T3T5%6 + T1T3T5%6 + T3le + T3%5 + T173.
CLB. When there is no confusion in the context, we refertothe .= . . . .
two PLBs as PLB1 and PLB2. In this implementationz; andx3 are bridged inputs of LUTs

Boolean matching for PLBs may lead to significant ref’ andé (i.e.,z, andz; are shared by” and ) andus is a

duction on mapping area and circuit delay. For examplBridged input of LUTSH andG:. Prior to this paper, it was an

consider a six-variable function (in the Xilinx test suite use@Pen Problem of how to perform Boolean matching for PLBs,
especially when bridged inputs are taken into consideration.

in Section VI-A), which is represented by the following o X
sum-of-product form: Most eX|st|ng_ Boo_lean mat_chlng approaches are for ASIC
design synthesis using cell libraries. A good survey can be
F(X) = 21732506(ws + 72) + T1237576(T4 + 72) found in [3]. Very few are targeted for LUT-based logic blocks.
Boolean matching approaches were proposed in [4] and [40]

+ 21825 06(04 + £2) + 2122857 (T4 + T2) for Actel's MUX-based FPGAs [1]. Their approaches cannot

+ 2123%526(24 + T2) + T123%6(T4 + T2) be applied to LUT-based PLBs directly. Mapping algorithms
+ T1Z3T6(xa + T2) + v12526(x4 + T2) targeted for PLBs were proposed in [8], where linear pro-
+ 2176(z4 + 72). gramming was employed to compute LUT covers and PLB

packings simultaneously. Functional decomposition-based
We compare three implementations ¢fX) produced by mapping approaches [20], [24], [26], [37] were proposed
Chortle-crf [19], FlowMap [9], and Boolean matching algofor LUT network synthesis. None of them were targeted to
rithms, using XC4K CLBs. For the first two implementationsimplementing wide functions using PLBs. A recent work [29]
we applied the optimization scriptugged in the sequen- studied bidecomposition of Boolean functions and applied the
tial circuit synthesis system SIS [32], mapped the resultiigsults to Boolean matching for some LUT-based PLBs. The
gate-level network using the area-oriented mapper Chortle-tgpults were limited. For example, the researchers were unable
and the depth-optimal mapper FlowMap respectively, arid solve the Boolean matching problem for the XC4K CLB
packed the resulting LUTs into CLBs using the efficient CLBompletely. In this paper, we present new Boolean matching
packing procedures in [15]. The CLB networks that result froffiethods for PLBs. Our methods are based on classical and
Chortle-crf and FlowMap have three levels with seven and siew functional decomposition techniques and provide a
CLBs, respectively. However, a Boolean matching approadtore general solution to the Boolean matching problem for
can obtain a single CLB implementation pfX) (Fig. 2) with LUT-based PLBs. For example, our results give exact solutions
each LUT implementing the following function: for matching functions to the XC4K CLBs. We apply our
techniques to quantitative evaluation of PLB architectures
O = Tg0FOG + TgOFoG (in terms of logic implementation capability) as well as to
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technology mapping for FPGAs that are widely used today. [ll. FUNCTIONAL DECOMPOSITION
Our Boolean matching approaches for PLB1 and PLB2 may beO
extended to other LUT-based PLBs. o

This paper is organized as follows. Section Il formulates ti'é

ur solution to the Boolean matching for PLB problem relies
n functionally decomposing wide functions. In this section, we

. X . ~Shall introduce decomposition forms that are closely related to
Boolean matchmg problem. After Fhe mtroductpn of CI"_"SS'C LB matching and review existing results and present new re-
and recent functional decomposition results in Section ”‘l,’téjts on functional decomposition.

Boolean matching methods for PLB1 and PLB2 are presente
in Sections IV and V, respectively. Section VI reports BooleaR preliminaries

matching and architecture evaluation experimental results. .

In Section VII, we present technology mapping algorithms -6t f(X) denote Boolean functionf(z1,x2,...,zn),
that employ our Boolean matching methods and report gifere X = {ay,az,..., 25} If PLB1 implementsf(.X),
experimental results in Section VIII. Section IX concludes th&€ ¢an represenf(X) as g(y1(Xr), y2(Xg), zx), where

paper. Preliminary results of this study were presented in [1é J X U {en} . X Th,is implies .the existencerof a
and [14]. functional decomposition of (X). If PLB2 implementsf(X),

we can represent(X) aszy - 11 (Xr) + 2 - y2(Xq). This

is the Shannon expansion ${.X) with respect to the variable

xg. Therefore, decomposition of functions plays an important
Il. PROBLEM FORMULATION role in our Boolean matching approaches. Before presenting

Given a multilevel network of logic gates combination%?ur approaches, we will give a brief review of classical and
gic g ' ecent functional decomposition results.

logic synthesis transforms the given network into a network Given a Boolean functiofi(X), let f», and/,, denote the co-

OI PL_E:’LS' T.h's :r ar_lsfgrmau(cjmz tusuhallyl includes .tWO MAYOf5ctors of f(X) with respect to variable,. Cofactors off (X)
Steps. )qglc optimizationand Jtechnology _mapplng_oglc ith respect to multiple variables are defined in a similar way.
optimization transforms the given network into an equwaleﬁ

network that is suitable for mapping into PLBs, e.g., intgi%;e(;;?fr?)?l)ev‘{ﬁtﬁzre:pgéﬁ(l:li?fz;g':Tr;?fjhingofz .e.)l(.ﬁgn_

a netyvork of fewer gates and/or S"T‘a”er gates. _Technolo hannon expansion ¢gf{ X) with respect to multiple variables
mapping then transforms the resulting network into a PL defined in a similar way. The cofactor set SEX) with re-

network of minimal cost, where the cost could be network ar;ect toaseB C X, denotedss(f), is the set of albistinct
(0]

of delay. Conventional technology mapping usually inclu factors off (X) with respect to the variables /8. We denote
covering the gate-level network with LUTs and packing LUT§ne support of functiorf (X) assup(f) = X

into P.LBs. The FlowMap and the. Chortle—_crf algorithms are Given a functionf(X)and aseB = {x1,za, ..., x5} C X,
two widely used technology mapping algorithms. However, g8, yicioint functional decompositioof f(X) underB repre-
shown in the previous section, they could generate suboptln%g tsf(X) in the following form:

solutions compared to Boolean matching approaches. In this '

paper, we focus on the Boolean matching for PLBs and then  r(x) = g(y,(B), y2(B), ..., ve(B), Zop1, . .-, Tn).

apply our results to technology mapping.

For each LUT-based PLB architecture, we definedharac- We call the setB the bound setand the setX — B of
teristic numberk of the PLB to be the largest number such thaemaining variables thefree set of the decomposition.
any function ofK or fewer variables is realizable by the PLBThe decomposition iswontrivial if ¢ < b. If ¢ = 1, it
Functions of more that variables are calledide functions is called asimple disjoint decompositionEach y;(B) is
with respect to the PLB. Clearly, if the PLB has more tifén called anencoding functionLet Y = {y1,42,...,%} and
inputs, it can implement some wide functions. For example, ¥(B) = {y1(B),y2(B),...,y(B)}. We can write the de-
|XF| =|Xg| = 4in PLB1 and PLB2, then either PLB can im-composition ag’(X) = ¢g(Y(B), X — B).
plement any function of up to five variablé& = 5) or some  Two other functional decomposition forms are closely related
wide function of up to nine variables. The Boolean matchin the disjoint decomposition: the nondisjoint decomposition
problem for PLB is to determine, for a given wide function withand the partially dependent decompositionnéndisjointde-
respect to the PLB, whether the function can be implementedmposition off (X)) is the case when some bound set variables
by the PLB. appear in the support gf LetS = {z;,...,x,} C B forsome

Boolean Matching for PLB:Given a wide functionf(X) j > 1. Then, a nondisjoint functional decompositionf@fX ) is
with respect to a PLB4, determine iff (X ) can be realized by to represenf(X) asg(Y(B), S, X — B) = f(X). The decom-

a single PLBA. position is nontrivial whenY'| + |S| < |B|. Variables inS are

In general, Boolean matching considers input negation andé@iled nondisjoint variablesWhenS = (), the decomposition
permutation, output inversion, bridging of inputs, and constanécomes disjoint.
assignments to some inputs. For LUT-based PLBs, howeverA partially dependentiecomposition is the case when the
input negation, input permutation and bridging in one LUTsupport of some encoding function istict subsebf B, e.g.,
output inversion, and constant assignments to unused inputsdp(y; ) = B, whereB,,, = {z1,...,2,,} C B. Such an en-
not affect the matching feasibility. Therefore, only input partieoding function is called aartially dependenéncoding func-
tioning and input sharing among LUTs are relevant factors tmn. If the support of some partially dependent encoding func-
our Boolean matching for PLB problem. tion contains only one variable, this encoding function can be
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replaced by the variable; hence, the decomposition becomesith sup(y1) = B,, if and only ifcsp, (f) can be partitioned
nondisjoint decomposition. into two setssg andcs; such that [13]

If £(X) can be represented in the fogty (X r), y2(Xa)),
whereX; U X, = X, itis called abidecompositiorof f(X).

i > e i <2VI=1 and
A bidecomposition idisjoint if X; N X» = @, otherwise, it -

U CSB—B,, (h)

. ... . .. . . hincsg

is nondisjoint Bidecomposition plays an important role in the

Boolean matching for PLB1 when they line is not used or U csp_p, (B)| < ol -1
when there are bridged inputs. o iresy ” -

For any implementation off(X) on PLB1, existence of
bridged inputs implies nondisjoint functional decomposition or  Proof—Only If: Assumef(X) = ¢(Y(B), X — B) and
bidecomposition off (X') or a combination of them. For PLB2, sup(y1) = B,,. Let p be a minterm in the Boolean space de-
existence of bridged inputs implies the two cofactors shafided on the variable seB,,,. Define the sets) = {f(p, X —
common variables. Bm)|yi(p) = 0}. Letcso p(g) denote the set of cofactors
9(0,42(B),...,yy|(B),X — B) with respect to variables in

_ - B. First, the seU,eccs,c5B—8,, (h) Of cofactors is a subset of

B. Existence Conditions cso,5(g) because every functidn € sy has the form

We now briefly review the existence conditions for various ; _ F(p, X — Bp)
forms of functional decomposition. Ashenhurst [2] gave the ex-
istence condition for simple disjoint decomposition.

Theorem 1:There exists a simple disjoint decompositionS Y |1
g(y1(B), X — B) of f(X) under the bound se# if and only >cONdlcso,a(9)| = 211 " becauseso,s(g) must be a subset

|y1(p)=0 = 9(0,?}2(]7, B - Brn)7 vy
lel(paB - Bm)vX - B)

o ()=0-

if [css(f)] < 2[2]. of CSY-(ggl), the set of C(?faCtOI’Sg(O,yQ,...,y|y|,X —
The condition was extended to general disjoint decompo ) with respect to Varlab|e|§/gljz,l. e Yme Therefqre,
tion (t > 1) by Curtis [17]‘ Unecso CSB_Bm(h)| < 2 . S|m|IarIy, define
Theorem 2:There exists a disjoint decompositior™™ = /(»X — Bm)|nyll(f1) = 1} and we have
g(Y(B), X — B) of f(X) under the bound seB if and | Yrces csB-p, ()] < 27770 If cso and cs; form a
only if es(f)| < 21Y1[17]. partition ofcsp, (f), we have proved the condition. Otherwise,

. Pl ) o
The existence of disjoint bidecompositioncons'dercso = csp — csy. Then,csj andces; form a partition

g(y1(X1), y2(X2)) of £(X) can be determined by verifyingthat satisfies the necessary condition.
the existence of simple disjoint decompositionfgfX') under If. ASSUMe Unces, 55, (R) aNd Unees, 555, (1)
the bound setsY; and X, respectively. In other words, a®2Ch contains at mos'™ members. Letp be a minterm
disjoint bidecomposition can be obtained by combining w3 the Boolean space defined on the variable Bgt Then,
simple disjoint decompositions. This result is implied by thé(P: X —5m) represents acofactoréss,, (f). Define Boolean
following theorem. unction 1 (B,,) to bey.(p) = 0if f(p,X — By) € cso
Theorem 3: Let X,, Xo, .. ., X, be a disjoint partition oft.  @ndwi(p) = 1if f(p, X — By) € csi. Let f(X — Bp)
A functional decomposition(y (X1), y2(Xs), .. ., 4 (Xy)) of be an arbitrary cofactor in:sg. We define fo(X) to be

f(X) exists if and only if there exists simple disjointdecompofo(p’){ = Ba) = f(p,’X — B) if y1(p) = 0 and
sition of f(X) under each bound séf;, X,, ..., X,, respec- Jolp: X = By) = (X = Bp) if yi(p) = 1 for every
tively [2]. mintermp. Then, the cofactor set gf(.X) under the bound set

. . i . . B, csp(fo) is identical toUy,eqs,csp—p,, (R), which contains
For nondisjoint bidecompositions ¢gf{.X), it was shown in at most2'~! members.

Ei)grg :Qiﬁltehsgfgi?o?: gfbt;lnelg ?gc?p;):‘)élvr\]/%(;jrﬁglgft :;dn%ﬁg.?i?‘?s" According to Theorem 2, there exists a disjoint decomposition
" (X). T : JOINt ¢ fo(X) under the bound sé# with ¢ — 1 encoding functions:
decomposition that correspond to different PLB input bridging ;.\ ~ . - ,
) ; S . (X) = go(we(B),...,w(B), X —B).Similarly, letf; (X —
patterns can be obtained in a similar way. Because of this, ) be an arbitrary cofactor ifs; . Define functionf; (X) to be
shall defer to the next section to present the existence congi; '

H H H (va - Brn) = f+(X - Brn) If yl(p) = Oandfl(va -
tion when we introduce the Boolean matching approach for e : -
|=I>LBV\i/nputV\t/>ri<|dging l|Joattern. i m) = [(p, X — Bp,) if y1(p) = 1 for every minternp. Then,

A few approaches for partially dependent decomposition agﬁjﬁgzlss,t;la&?]o'_ntgiizg)osItlorf@(g);Y,Ith tl;)l egec(c:)glljnsge
. - < g0 ey Rt ) - .

nondisjoint decomposition were proposed in the past few years o ' -
[13], [20], [25], [26], [28], with different perspectives and alitr = uifo +2y1<f3,!ve ha\:jef__i Vigo + ylg}hDefmezﬁ -
gorithmic characteristics. In particular, an existence conditiofi " ty1z (2 < i < t)andg = gigo + g1 Then, we have
for both partially dependent decomposition and nondisjoint de-
composition was given in [13]. The condition can be used to
compute one partially dependent encoding function or nondis- + y1(Bm) - 91(y2(B), ..., u(B), X —
joint variable efficiently. = g(y1(Bm),y2(B), ..., um(B),X — B)
Theorem 4: Let B,,, C B. There exists a partially dependent
decompositioy(Y (B), X — B) of f(X) underthe boundsé& This proves the sufficient condition. O

J(X) =51(Bm) - go(y2(B), ..., ue(B), X = B)
B)
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For finding multiple partially dependent encoding functions,
the authors in [13] took an approach similar to that in [36] and
[37]. The existence of nondisjoint decompositionf@fX ) with
the nondisjoint variable:; can be checked by setting,, =
{z;} in Theorem 4. For the general case of multiple nondisjoint
variables, we have the following theorem.

Theorem 5 : Given a bound seB and a set of nondisjoint
variablesS C B, there exists a nondisjoint decomposition
g(Y(B),S,X — B) of f(X)ifand only if |csg_s(h)| < 2
for every cofactorh € css(f) [13].

Proof: We prove it by mathematical induction ¢#|.
Basis: This theorem holds fofS| = 1 according to The-

"L —1 L

¢ [ |l
]

@)

=

"L

—+
st
v
i
jun]
]

orem 4 withB,,, = S. Without loss of generality, assunte= |
{z1}. Thencsp_ (f) = {fz, f= }- The only possible partition M G J— — 16 J—
iscso = {fz, } andcs; = {f., }. Theorem 4 then implies the > =

basis. © )
Hypothesis: Assume this theorem holds fp§| = & — 1.
Now, we prove the case f¢6| = k.
Only If: Without loss of generality, assumg € S. De-
fine 8" = S — {z1}. Then, fz, = ¢z, (Y (B),5,X — B),
a decomposition wittk — 1 nondisjoint variables. According A- PLB1 in Configuration A
to induction hypothesis, every cofactore csg/(fz, ) satisfies
lesp_s(R)| < 2IY'1. Similarly, every cofactoi € css/(fa,) If PLB1 in Configuration A implements(X), a bidecom-
satisfies|csp_s(h)| < 2/V1. However,css(f) = cse(fz,) U POSItion g(y1(Xr), y2(Xe)) must exist forf(X). If bridged
cssi(fz, ). Thereforecsp_s(h)| < 21Y'! for everyh € css(f).  inputs existin the implementation, the decomposition is nondis-
If: Assume|csp_s(h)| < 2¢ for everyh € css(f). De- joint. Otherwise, it is disjoint. For the case without bridged in-
fine B’ = B — {x1}. Sincecss(f) = css/(fz,) Ucss (fs,), PULS, @n implementation, if it exists, can be obtained by com-
every cofactorh € csg(fz,) satisfies|csp_g(R)| < 2'. Ac- bining simple disjoint decompositions $f.X') under the bound
cording to induction hypothesigz, = go(W(B'), 5’, X —B), setsXrp andXg, respectively (according to Theorem 3).
where|W| = ¢. Similarly, f,, = ¢1(Z(B’),S’,X — B) and We now consider the case when PLB1 implemgitfs ) with
|Z| = t. Defineg = &1go + 191 andy; = & w; + 12, where bridged inputs. Lefr = X; UX5 and X = X, U X3, where
w;(B") € W(B') andz(B’) € Z(B'). Then, we have X3 is the set of bridged inputs. In genergX3| > 1. For the
case where input; is bridged, we have the following theorem.
Theorem 6 :Let Xp = X; U {z;}, X = Xo U {z;}.

Fig. 3. Four PLB1 configurations. (a) Configuration A. (b) Configuration B.
(c) Configuration C. (d) Configuration D.

f(X) =21 90(Y(B),5, X - B) A nondisjoint bidecomposition g(y1 (X#),y2(Xg)) of
+z1-q(Y(B),5, X — B) f(X) exists if and only if there exist bidecompositions
=g(Y(B),S,X — B). fz, = g90(yo1(X1),v02(X2)) and fo; = g1(y11(X1), y12(X2))
such thaTgo(yl,yg) = 91(211,212) [29]
This proves the theorem. O To determine if a functiory(X) can be implemented with

PLB1 in Configuration A, we first enumerate bipartitions.of
and testf(X) for disjoint bidecompositions based on Theorem
3. If none can be found, we choose variablesXiras bridged

In this section, we consider matching wide functions to PLBiDpUts enumeratively and tes¢.X) for nondisjoint bidecompo-
in Configurations A, B, C, and D shown in Fig. 3 obtained frongitions based on Theorem 6. When multiple bridged inputs are
different bridging status of input . In Configuration A,z;;  €xplored, we decompose cofactors recursively. For example, to
does not feed to LUTH; in Configuration Bz feeds to LUT test for a matching with bridged inputs andx;, we compute
H only; in Configuration Cg ; feeds to all three LUTs, while in all nondisjoint bidecompositions for cofactofs, andf., with
Configuration Dz feeds to LUTSH and@. For each config- #; being the nondisjoint variable and then determine if the re-
uration, there might be bridged inputs to LUFsandG, shown  sulting bidecompositions can satisfy the condition in Theorem
as dash lines in Fig. 3. There can be multiple bridged inputs&dvith x; being the nondisjoint variable. If the condition can be
F and@ as long as the total number of distinct inputs match&tisfied, then bidecompositions $fX) with two bridged in-
that of the wide function. For example, up to two bridged inpufUtsz; andzx; exist.
to ' andG are allowed when we consider matching a six-vari- Note that the bidecompositions of cofactgks and f,. are
able function to a XC4K CLB in Configuration D. It should benot unique in general. When we compute nondisjoint bidecom-
clear that the four configurations exhaust all possible ways pbsitions, in order to check i, can be equal tg; for some
using PLB1. Hence, the Boolean matching problem for PLB#asible bidecompositions, we inve; (X1 ), vo2(X2), or both
can be solved by matching functions to the four configuratiomsmd compute the correspondiggfunction under each case. In
individually. total, we obtain four equivalent bidecompositionsfef. Then,

IV. BOOLEAN MATCHING APPROACHES FORPLB1
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we compare each resulting functigswith ¢; foramatch. Since  Theorem 7: Let f(X) = g(11 (Xrg),zy) andXrp U Xg =
| sup(go)| = 2, we have exhausted all bidecompositiongof Xrg. A partially dependent decomposition’(z1(Xr),
A special case that requires particular attention is when ong X¢), z#) of f(X) exists if and only if a bidecomposition
of the cofactors is a constant (zero or one). For example, assutes (X r), 22(Xa)) of y1 (X rg) exists.
that f5. is a constant. Then, we can always obtain a nondisjoint Proof—Only If: Considerf..,, =g(y1(Xrc), 1). Because
bidecomposition off (X) by duplicatingg; for g followed by  g(v1,1) = y1 org:, we havef,,, = y1(Xrg)oryi(Xra). On
producing constant encoding functions (X;) andyo(X,) theotherhandf., = g; (1 (XF), 22(Xg), 1) = h(21(XF),
such thaty, will return the same value a&... The condition in  z2(X¢)). Thereforeyi(Xre) = h(x1(XF),22(Xa)) or
Theorem 6 is, thus, satisfied for this special case. When both ¢o{X ra) = h(21(XF), 22(Xa)). Ineither case, abidecomposi-
factors are constant, we choose an arbitrary two-input functidi®n ofy (X r¢) isfound.
e.g., thexor function, for bothg, andg; function and choose If: Since f(X) = g(wi(Xra),zn) = g(h(x1(XF),
(constant) encoding functions accordingly. »(Xe)),zn) = ¢ (z1(XF), 22(Xc),zm), the necessary
We illustrate the special case by an example. Lé&@nditionis proved. o miy
X = {abecdej} and f(X) = a+ albed + cj). Note that Cases 1 and 2 cover all possible implementations
We want to check if a nondisjoint bidecompositiorff /(-X) on PLB1in Configuration B. Therefore, using the par-
F(X) = g(ula,b,c d),ys(ac,j)) exists. According to tially dependent d.eco_mpos.ltlon algprlthm in [1_3] and Theorem
Theorem 6, we first compute two cofactors with respeci to 7> W€ can determine if a wide function can be implemented on
and obtainf, = 1 and f, = bed + ¢j. Note thatf, can be PLB1 in Configuration B. Note thak'r N X¢ # () is not ex-
easily decomposed into the form (y11(b, ¢, d), y12(e, §)), cluded in both cases. Therefore, bridged inputs to LB Tand

where g1 (yi1,y12) = i1 + yios yii(boe,d) = bed, and G have been considered implicitly.
y12(e,j) = ej. In order to obtain a nondisjoint bidecomposi- . ' .
tion of f(X), we would like to represent; = 1 asgo(yo1, Yoz) C. PLB1in Configuration C

such thatgy = g1. We choosego(yo,402) = wo1 + Yoo If PLB1 in Configuration C implementg(X), a decompo-
with yo1 = 1 andyg> = 1. Then, combining the two de- Sition g(y1(Xr), y2(Xa), zr) of f(X) must exist wherer
compositions, we havg(X) = g(y1(a,b,c,d),y2(a,¢,j)), bDelongs toXpg anqu. E}eside_SxH, other pridged inputs to
wherey, (a,b,¢,d) = a- go1 + a - g11(b,¢,d) = a + abed, LUTSE andG may existin the |mplementat|_on. We proved the
yrla,e,j) = @ - goz + a - gia(e,j) = a + aej, and following theorem for matching'(X) to Configuration C.

g(y1,12) = 1 + 2. To achieve efficient computation, func- Theorem 8:Letzy € Xrp N Xg, Xy = Xp — {zu},
tional decomposition operations are performed using orderdgd X2 = Xg — {zn}. A decomposition of the form
binary decision diagrams [5] in our implementation, as iﬂ(f‘_fl(XF)v?J?(XG)v.x.H) for f(X) exists if and only if there
approaches such as [6], [25], and [26]. exist bldecomposmonsz/%H = go(y01 (Xl),yOQ(XQ)) and
fer = g1(y11(X1), y12(X2)).

_ _ _ Proof—Only If: Define yo1(X1) = 41(X1)|egm=0,
B. PLB1 in Configuration B Yo2(X2) = y2(X2)|z, =0, ANdgo (X1 U X3) = gz, (X1 U X>).
Then, fz,, = go(yo1(X1),%02(X2)). Similarly, definey;
(X)) = nXD)lky=t, y12(X2) = 1(X2)|zg=1,
and g:(X; U Xo) = g.,(Xy U Xp). Then, f,,, =
g1(111(X1), 112(X2)). The necessary condition is proved.

If PLB1 in Configuration B implementg(X ), a decomposi-
tion g(y1(Xr), y2(Xq), zm) must exist forf (X). There could
be bridged inputs between LUTK and &G, but zy does not

bridge to either of them. If. Define yi(Xr) = Zuyo(X:) + ryoa(Xa),
Let Xpe = Xr U Xg. We consider t\No cases: 1)y2(XG) — Ty (X)) + 2ny12(Xa), andg = g0 + 1.

lesxpe(F)] = 3,4 0r 2) |esx,pe(F)] = 2. (It is impossible Then, f(X) = &1 fs, + 11 fo,, implies

that |csx,.(f)] > 4 because any functioh(x) can only

be one of zero, onegy, or Tx.) In Case 1, there exists a F(X) =zpgo(yi( X1, zm), y2(Xa, zpr))

disjoint decomposition off(X) under the bound seXr¢

with two encoding functions (according to Theorem 2). Let

F(X) = gni(Xrg),v2(Xre),xm) be the decomposition. A decompositionf(X) = g(y1(XF),y2(Xe),zm) is then

Then, PLB1 in Configuration B can implemeyitX) if and obtained. O

only if the encoding functions are feasible for LUT5 and To test the matching of a functigf{.X') to Configurations C

G. This implies a partially dependent decomposition such theft PLB1, we enumerate from X and compute bidecompo-

|sup(y1)| < |Xr| and|sup(y2)| < |X¢|. By checking every sitions for the cofactorg;,, andf..,, such that the condition in

possible input variable fat;, we can determine the existencelheorem 8 is satisfied. Becausg feeds to LUTS, GG, andH,

of a match for Case 1 based on Theorem 4. the existence condition for Configuration C is less constrained
In Case 2, a simple disjoint decompositi@fy, (X rc), zx) compared to Configurations A and D (Section IV-D).

of f(X) exists under the bound seéfrg, which does not ) i )

match directly to configuration B. However, it is possibld®- PLB1 in Configuration D

to replace a large encoding functiqe:(Xr¢g)) with two If PLB1 in Configuration D implementg(X'), a decompo-

small encoding functions. In particular, we proved that sition g(y:(Xr), y2(Xa), zg) of f(X) must exist withzy €

function f(X) = ¢g(s1(Xra),zmx) can be represented asX,.Otherbridged inputs to LUTE andG may exist. We prove

¢ (21(XF), 22(Xq), zg) when the following condition holds. the following result.

+ 291y (X1, xn), v2( X2, xh)).
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Theorem 9:Letzy € Xg andXs = X — {xy}. Ade- zytoLUTsZE orG does not help in matching wide functions to
composition of the forng(y1 (X #), y2(Xq),zy) for f(X) ex- PLB2. Such a matching can be obtained by performing Shannon

ists if and only if fz,, = go(yo1(Xr),v02(X2)) and f,,, = expansions.

g1(y11 (X F),y12(X2)) such thaty; (Xr) = y11(XF). Theorem 11:PLB2 can implementf(X) if and only if a
Proof: The proof is similar to that of Theorem 8 excepBhannon expansiof{ X) = Zpy1(Xr) + zxy2(X¢g) can be

that we requirey: (Xr) = y11(Xr) = 11(XF). 0 obtained for someyg € X.

To implement a functiorf(X') on a PLB1 in Configurations  Therefore, given a wide function, we enumerate every input
D, we select eaclry in turn from X followed by computing as the MUX selection signal and check if the supports of two
bidecompositions off;,, and f,,, to satisfy the condition in cofactors contain no more thaX r| and | X| variables, re-
Theorem 9. Since bidecompositions of functions are not uniguectively. Once the constraints are met, we obtain a matching
for every bidecompositiomg (vo1(Xr), yo2(X2)) of fz,, we for PLB2.
derive another bidecomposition with inverted encoding function

Yo1(Xr). Both bidecompositions are then tested for the condy, BooLEAN MATCHING-BASED ARCHITECTUREEVALUATION
tion in Theorem 9. Note that we do not derive four bidecom-

positions, as in the matching to Configuration A, because it js W& @pplied our Boolean matching approaches in two exper-
yor(Xr) andy.: (X #) under comparison rather thgpandg; . iments. First, we employed them to map 1868 benchmark cir-

A special case that requires particular attention is wh&hits provided by Xilinx, Inc. All circuits are knownoto be im-
one of the cofactors is a constant (zero or one). For examgigmentable in one XC4K CLB, but only up to 76% of them
assume thaff;, is a constant. Then, we can always obtailY€'® mapped successfully with Xilinx internal tools or any other

Ty . ’ . . .
a decomposition off(X) by duplicatingy:, for yo, after cpmmermal FPGA. too!s [23]. Using Boolean match!ng tech-
obtaining the bidecomposition f, ., followed by producing nigues developed in this paper, we were able to achieve 100%
go(%o1,502) Such that its value does not depend on fae single CLB implementation for this set of circuits. Second, we
iNPUL (€.. 90 (o1, Yoa) = Yoz, Whereyos is the constangs,,). €MPloyed the matching approaches in the evaluation of four dif-

Therefore, the condition in Theorem 9 is always satisfied féfrent PLB architectures (shown in Fig. 5) based on the per-

the special case. When both cofactors are constant, we set &fj{age of wide functions (extracted from MCNC benchmarks)
yo1 andyi: to constant and construgg andg, accordingly to that can |mplgmented with each P_LB. Our quantitative approach
obtain a decomposition. can help design better FPGA logic blocks.

If there is no bridged input between LUTE and & (i.e.,
Xp N Xe = 0), we may also use the following theorem foA- Boolean Matching for XC4K CLB
efficient matching to Configuration D. Since|Xp| = | Xg| = 4, wide functions are functions with
Theorem 10:Letzy € Xg andXr N X¢ = 0. Adecom-  six to nine variables for the XC4K CLB. We refine the XC4K
position of the formy(y1 (Xr), y2(Xq), zx) for f(X) existsif CLB architecture into the configurations a to h shown in Fig. 4,
and only if a simple disjoint decompositidn-(y:1(Xr), X¢)  with respect to the input sizes of six, seven, eight, and nine. For
and a nondisjoint decompositiohs (X, y2(Xa),zx) of example, the configurations 6.b and 6.c are instances of Con-
f(X) both exist. figurations A and C, respectively. Bridged inputs are explicitly
Proof—Only If: The two decompositiondr andhg of  shown in Fig. 4. There are as many as eight configurations for
f(X) can be obtained by collapsing andz, into g, respec- circuits with six inputs while there is only one configuration for
tively. The necessary condition is proved. O circuits with nine inputs. Note that the configurations are not
If: Since Xr N Xg = 0, the existence of simple dis- exclusive. For example, configurations 6.a, 6.b, 6.c, and 6.d are
joint decompositionhr of f(X) implies the existence of aincreasingly more capable in implementing six-input functions
simple disjoint decomposition df; under the bound seX», (but also require longer and longer runtime).
which in turn implies the existence of decomposition form Refined configurations that involve multiple bridged inputs
g1 (Xr),v2(Xa),zm) for f(X). This proves the sufficient (e.q., 6.g) may combine some Configurations A, B, C, and D.
condition. Therefore, matching functions to configurations of multiple
Using Theorem 10 is more efficient than using Theorem 9 fgridged inputs may require a sequence of functional decom-
matching to Configuration D when there is no bridged inpufsosition operations described in Section IV. For example,
between LUTY" andG. We first compute a simple disjoint de-configuration 6.d is a combination of Configurations A and C.
composition undeX r and then identify a nondisjoint variablein order to implement wide functions in configuration 6.d, we
zp in X¢. If both are successful, we compute the whole decorapply matching procedures for both Configuration C (based on
position. Since computing a simple disjoint decomposition antheorem 8) and Configuration A (based on Theorem 6). Given
identifying a nondisjoint variable can be performed efficientlya function f(X), denote the bridged inputs in configuration
we save runtime for the case whéi- N Xg = 0. 6.d aszy (to all LUTs) andz; (to LUTs F and G only).
According to Theorem 8, it requires that both cofactgis
and f,, have (nondisjoint) bidecompositions witk} being
the nondisjoint variable. Consequently, we verify that both
Boolean matching for PLB2 is simpler than that for PLBXofactors fz,z, and fz,., have (disjoint) bidecompositions
(but PLB2 is not as powerful as PLB1 for implementing wid¢hat satisfy Theorem 6 and similarly fof,,z, and fz,,.
functions as shown in Section VI). It is easy to see that bridgirify the verification results are positive, thefi( X) can be

V. BOOLEAN MATCHING FORPLB2



1084 IEEE TRANSACTIONS ON COMPUTER-AIDED DESIGN OF INTEGRATED CIRCUITS AND SYSTEMS, VOL. 20, NO. 9, SEPTEMBER 2001

gF—I— EF'—I— :F*—I— :F_L__ :F—L
H [+ H-—[ H-»[ H*E H |-
A o e~ gep Ger
6.2 : 6b 6c 6d
— : -1
1° — AL =L L il
H H P H p H
— — I,
- L =P iy
6.e 6.f -~ 6.g - 6.h
@
1L =" 1 FFL =" L 4F L
H |- H-»L H-»L H»L H |-
1o Jo Aol — Fol 7 He |l
- 7.a - 7b - T.c 7d —+ Te

1;1;‘%1 4
alil =
gl
LA b4
al | =
il
LebY | 44
[ I B e
o
} $44
oalll =
i

L4

o v}

r_J

RN

7.f 8.a 8.d

IRER!
m
l_f

[RER
Q
H

(d)

Fig. 4. Elaborated configurations of XC4K CLB. (a) Six-input configurations. (b) Seven-input configurations. (c) Eight-input configura}ibtise{(dput

configuration.

decomposed in a way that matches configuration 6.d. Clearly, TABLE |

matching to configuration 6.g (which involves three bridged NUMBER OF CIRCUITS MATCHED TO THE CONFIGURATIONS
inputs) is the most time-consuming procedure, while matching Number of ciruits matched to each configuration
to configurations without bridged inputs (6.a, 7.a, 8.a, 8.b,

and 9.a) employs only simple disjoint decompositions. It is 6 |35 {104 | 20 [170 | 14 | 14 |30 | 6
worth noting that configurations 6.h and 8.d are instances of

Configuration B to which partially dependent decomposition 7|63 |8 | 28
is employed for a match. Since bridged inputs are taken into
account implicitly in partially dependent decomposition, there
is no need for computing cofactors using Shannon expansions
with bridged inputs. 9 | 389
Initially, 20 out of 1868 Xilinx benchmark circuits had five or '
less inputs. After applying the SliSiggedscript, we obtained
an additional 292 circuits of five or less inputs. The remaining
1576 circuits consist of 393, 371, 423, and 389 circuits of six,
seven, eight, and nine inputs, respectively. Each circuit was thgn

matched to the refined configurations in alphabetical order (i.e.,

input size

8 | 105

a b . d € £ g .h
configurations

PLB Architecture Evaluation

6.a before 6.b before 6.c, etc.) so that implementation of theln this section, we present our evaluation on four PLB
least bridged inputs could be obtained. The results are preseraszhitectures which are variations in PLB1 and PLB2 families.
in Table I. Note that 30 circuits of six inputs are matched t®heir diagrams are shown in Fig. 5, where (a) XC4K CLB is

configuration 6.g whic

h involves three bridged inputs. PLB1(4,4,1); (b) PLB2(x,4) could have different sizes of
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Hr TABLE Il
> IMPLEMENTATION OF CUTS ON PLB2(x,4),PLB1(1,4,1), AND
PLBI1(x,4,0)

> s

i i PLB2(}Xr|.4) PLBI(1,4,1) || PLB1(|X]|,4,0)
(b) G4 | 44 | G4 | SD | ND | (34,0) | 440

7”; S-cuts || 98% | 100% | 100% || 96% | 98% || 89% | 97%

T 6cuts || 5% | 8% | 98% || 85% | n/a || 33% 89%

—

1|1 G

-..__..

@ tions C versus D, we see the percentages of matches increase
substantially when the inputs to LUF3 G, andH are allowed
;igﬁi-l zof)f (Z')—EL%V?(‘LIEEESGS- (@) XC4K CLB. (LB2(x,4). (¢) to bridge with each other. Also, we notice that each of Config-
e B urations A, B, and C alone can implement over 90% of six cuts
in the MCNC benchmarks. Overall, 99% of six cuts (all) can be
implemented using the XC4K CLB.

For the implementation of seven cuts on XC4K CLBs, it is
XC4K Configurations interesting to see that Configuration B (based on partially de-
pendent decomposition) is more capable than other configura-
tions (based on bidecompositions). Overall, 92% of seven cuts
6-cuts || 51% | 90% | 98% | 91% | 49% | 99% can be implemented using the XC4K CLB.

In the evaluation ofPLB2(x,4) architectures, we con-
sider three configurationsPLB2(3,4), PLB2(4,4), and
PLB2(5,4). In other words, we fixed LUT G as a 4-LUT and
LUT F but LUT @ has four inputs; (cPLB1(1,4,1) has a considered_ L_UTFasa3-LUT, 4-LUT, anq 5-LUT, respectively.
degenerated LUT" of wire connection; and (dyLB1(x,4,0) Note that it is not guaranteed that a sindi&B2(3,4) can
does not have they line and LUT( has four inputs. realize an arbitrary five-input function. However, experimental

We evaluate PLBs based on the number of wide functiof@Sults in Table Ill show thaPLB2(3,4) implements 98%
(extracted from MCNC benchmarks) that each PLB can implgf five cuts. Experiments also show th&l.B2(3,4) and
ment and the number of SRAM bits in LUTs. The bits in LUT$’LB2(4,4) implement only 5% and 8% of six cuts, respec-
(for storing truth tables) are callddUT bitsin the sequel. Our tively, while PLB2(5,4) implements 98% of 6-LUTs. It is
approach s as follows. First, we compute for each node the cofrth noting that shrinking LUT F from 4-LUT to 3-LUT
plete set of seven-feasible cuts [16] (where eadicorresponds 0ses marginally in terms of functional capability but saves
to the inputs to a supernode at the node). The number of cgbstantially on LUT bits (25%). Also, by expanding LUT
largely depends on the size of the circuit. For example, there &rdrom 4-LUT to 5-LUT, PLB2 gains substantial capability
285, 422, and 734 instances of five cuts, six cuts, and seven cfisSix-input function implementation with an additional 25%
in 5xp1, while there are 28 875, 65245, and 157 028 instanc@¥re LUT bits.
of five cuts, six cuts, and seven cutsdes Second, for each cut  PLBI1(1,4,1) has the least LUT bits among the four PLBs
(i.e., supernode), we compute its function and match the furigader evaluation. Although implementation of five cuts is not
tion to PLBs. We say a cut can be implemented by a PLB if ttgsiaranteed, experiments show that 96% of five-cuts can be im-
corresponding function can be matched to the PLB. We repgtemented by applying simple disjoint decomposition (SD) on
the percentage of successful implementation of cuts in Tableghe five-input functions. If nondisjoint decomposition (ND) is
and IlI. Finally, we divide the number of implemented cuts bglso applied, an additional 2% of five cuts can be implemented.
the number of LUT bits for each PLB to represent PLB fund®LB1(1,4,1) also implements 85% of six cuts (using SD) as
tional capability. In other words, we measure the efficiency a¥ell.

LUT bits in wide function implementation. Our measurement, For PLB1(x,4,0), we considered two architectures
of course, is only one aspect of PLB architectures. Other imp&LB1(3, 4,0) andPLB1(4, 4, 0). Although implementation of
tant factors such as required routing resources are not taken fite cuts is not guaranteed, we found tidLB1(3,4,0) can
account in the evaluation. Nevertheless, we think that it is inmnplement most five cuts ari/ 3 of six cuts, and®’LB1(4, 4, 0)
portant to see the capability of various PLBs in implementingcan implement 97% of five cuts and 89% of six cuts.

wide functions. We compared these PLBs in terms of the unit-bit implemen-

We match six cuts to XC4K CLB in Configurations A, B, C tation capability (UBIC), which is defined as the number of cuts
and D, and report the average percentages of matched cutthat a PLB can implement divided by the number of LUT bits in
Table Il. Additionally, we report the results on Configuratiorthat PLB. The comparison is presented in Table IV. Among the
A while disallowing input bridging (A-br) to see its impact onfour evaluated PLB architecturd3[.B1(1, 4, 1) has the highest
wide function implementation. Comparing the results of CordBIC for five cuts and six cuts. In addition, we notice that
figurations A versus A-br as well as the results of Configurd&I.B2(3, 4) has high UBIC for five cuts anBL.B1(4, 4, 0) has

TABLE 1
IMPLEMENTATION OF CUTS ON XC4K IN VARIOUS CONFIGURATIONS

A-br A B C D all

7-cuts 34% | 62% | 88% | 63% | 33% || 92%
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TABLE IV The largest CLB label in a netwotk is called the CLB depth
FuNCTIONAL CAPABILITY PER EACH LUT BIT FOR PLBs CLB_depth(N) of the network.

Our mapping algorithm for the XC4K CLB is called
BM-Map. Before mapping, the input network is decomposed
PLBs #bits || S-cut 6-cut | 7-cut into a two-bounded network. BM-Map has three phases:
initialization, labeling, and mapping. In initialization, BM-Map

#cuts per LUT bit (UBIC)

XCaK 40 1327 2923 | 6389 computes the set’;(v) of all five-feasible cuts for every node
PLB2(3,4) 24 2167 249 - v € N. (Wide cuts are generated using five-feasible cuts
PLB24,4) 32 1659 298 - for runtime consideration). In the labeling phase, BM-Map
PLB2(4,5) 48 1106 | 2436 - computes botHut_label(v) and clb_label(v) using the set

Cs(v). Nodes are proceeded in a topological order in both

procedures. Finally, BM-Map produces a XC4K CLB network

PLB1(3,4,0) 28 1687 1364 - in the mapping phase.

PLB1(4,4,0) 36 1430 2950 - The cutsetC;(v) is obtained using cut enumeration tech-

niques in [16]. It compute# -feasible cuts inV, by merging

the cuts of the fan-ins af and rejecting those cuts that are not

high UBIC for six cuts. The XC4K CLB has very high UBIC X feasible. In theory, the number &f-feasible cuts grows ex-

for seven cuts. ponentially with respect t&. However, forK < 5, this com-
putation is efficient in practice. For most benchmarks, we see
about 30-70 five-feasible cuts per node.

VII. A PPLICATION TO TECHNOLOGY MAPPING FORFPGAS Letp be the largest LUT label among the fan-insofnstead

In this section, we incorporate our Boolean matching tec f using max-flow min-cut procedures, BM-Map determines if

nigues into technology mapping algorithms for depth minimiz I-lt‘lab(fl}(v) —P bty Ict)ﬁkllr;glfobr e; cut ?fre'gmtal Iln the ctu(t:sLeé
tion. Our mapping algorithms are targeted to the XC4K CL 5(v). To compute 1eib~abe (v), let g be the larges .
(PLB1(4,4, 1)) and the XC5200 CLEPLB2(4, 4)) architec- abel among the fan-ins af. BM-Map performs the following

PLBI1(14,1) 24 2167 4226 -

tures. However, they are applicable to general PLB1 and PLQ&O checks.

types of FPGAs. We formulate the following problem. (C1) Ifthere exists d(-feasible cut of height—1in C5(v),
Technology Mapping for  XC4K/XC5200  Series thenclb label(v) = ¢.

FPGAs: Given a network N, compute a functionally (C2) Otherwise, if there exists a nine-feasible cut of height

equivalent PLB network of XC4K CLBs or XC5200 CLBs q — 1 of which the corresponding wide function can

such that the depth of the PLB network is minimum. be successfully matched to the XC4K CLB, then
Our approaches inherit the polynomial-time FlowMap algo- clblabel(v) = q.

rithm [9] that can guarantee the minimum depth in LUT magpf both checks fail, therlb label(v) = ¢ + 1.
ping solutions. Given a Boolean netwalk of logic gates that  We take two actions to save runtime in label computation.
have no more thak fan-ins, FlowMap first computes the min-First, we do not exhaust all XC4K configurations in Boolean
imum level for each node in all LUT mapping solutions. This matching. We only test configurations (in Fig. 4) 6.a and 6.c
level is called the.UT labelof v, denoted akit_label(v) inthis  for six cuts, 7.c and 7.f for seven cuts, 8.c for eight cuts, and
paper. After computing the labels, FlowMap generates a mapa for nine cuts because they have high matching percentages
ping solution based on them. (Table 1) with relatively low decomposition complexity.
Computing node labels is the key operation in FlowMap arfdecond, to obtain wide cuts (of six to nine nodes) at each node
is briefly reviewed as follows. Every Pl has a minimum leved, we simply merge the cuts &5 (x1) and Cs(uz), wherew;
of zero. Remaining node labels are computed from Pls to P@sdu, are fan-ins ok. By doing so, we trade the completeness
in a topological order. LefV,, denote the subnetwork rootedof nine-feasible cuts for runtime.
at nodev. A cutin N, is a set of nodes that separatefom After every node in the network has been labeled,
Pls. A cut isK feasible if the node cutset contains at mast BM-Map generates a CLB mapping solution that re-
nodes. Theheightof a cut is defined as the largest label fospects labels. A PO node is a critical PO node if
nodes in the cut. Lep be the largest label among the fan-ind.UT label(v) > CLB_depth(/V). For those critical POs
of v. It was shown in [9] thalut_label(v) = p if there is a and their fan-in networks, BM-Map covers them with CLBs
K -feasible cut of heighp — 1 in N,,, which can be verified to guarantee the CLB depth computed in the labeling phase.
using the max-flow min-cut algorithm. If such a cut cannot bEor the remaining noncritical POs and their fan-in networks,
found, therlut_label(v) = p+ 1. Our mapping algorithms take BM-Map covers them with LUTSs to save area. At last, BM-Map
similar steps to compute the minimum depth in CLB networkpacks LUTs into CLBs using an efficient procedumatch4k
proposed in [15]. The BM-Map algorithm is outlined in Fig. 6.

A. Technology Mapping for XC4K FPGAs
In parallel to the definition of LUT label, the minimum IeveIB' Technology Mapping for XC5200 FPGAS

of nodewv in any CLB network is called th€LB labelof v, While the XC4K CLB can implement a large number of six
denotedclb_label(v). In generalglb_label(v) < lut_label(v). cuts and seven cuts, it was shown in previous sections that the
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1 function BM-Map (N) TABLE V
2 /* N = input network */ MATCHING WIDE FUNCTIONS TOXC5200 CLBs
i Compute Cs(v) for every ve N Circuits 6-cuts fit 1/2-fit 7-cuts fit 1/2-fit
5 Compute lut label (v) for everyve N 5xpl 422 186 233 734 159 563
6 Compute clb label (v) for every v € N using (C1) and (C2) 9sym 1256 235 1020 2333 143 2173
7 in Section 7.1 (matched wide cuts saved) 9symml 1156 177 978 2195 84 2080
g CLB depth (N)=max{ CLB label (v} | v € N} C499 9716 | 370 | 8826 | 27599 | 636 | 22601
10 for each critical PO v with LUT label (v) 2 CLB depth (N) do €880 3969 210 3727 2079 75 8838
1 Get the cut of height clb label (v)— 1 alu2 6666 573 6026 18231 482 17494
12 Map v to a CLB with inputs from the cut alud 14841 1140 13376 40332 604 38845
13 Map every u in the cut recursively using CLBs apex6 2691 253 2437 4370 152 4216
14 apex’/ 743 76 657 1342 39 1283
15 - for each remaining non-critical PO v do count 94 15 79 87 0 87
16 Select a cut from Cs(v) des 65245 | 5177 | 59192 | 157028 | 2903 | 147891
17 Map v to an LUT with inputs from the cut duke2 4606 180 4426 10106 151 9955
18 Map every u in the cut recursively using LUTs misex1 266 57 209 400 19 381
19 rd84 2351 | 209 | 2142 || 5307 | 50 | 5198
20 Pack LUTs into CLBs using match 4k rot 4857 335 4410 10362 177 9980
vg2 410 32 378 850 29 806
Fig. 6. BM-Map algorithm. Z4ml 36 0 35 36 0 34
total 119325 | 9225 | 108151 |[ 290391 | 5703 | 272445
XC5200 CLB implements only a very small percentage of ther . . | 3% 91% 1 2% 94%

However, we can exploit the XC5200 CLB architecture bas¢
on an interesting result observed in our experiments.
Let us first introduce two concepts. A wide functigif.X)
is fully implementableon a XC5200 CLB if each cofactof;, We refer to the decomposition of the infeasible co-
and fz, depends on at most four variables for somee X factor as alecomposition operation
(Theorem 11), whilef(X) is partially implementablef only .
g o Otherwiseclb_label(v) = ¢ + 1.
one of the two cofactors satisfies the condition. In Table V, the . o . -
. e ) . We illustrate the decomposition operation (C3) in Fig. 7. Let
columns titled “fit” and “L /2-fit” show the number of cuts that . .
o X = {z1,..., 16} be a six cut ofv and all nodes inX have
are fully and partially implementable on XC5200 CLBs, respet- : : .
. : . 4 labelg — 1. Let f(X) denote the function of the subnetwork
tively. Although very few six cuts and seven cuts are fully M- oted atv with inouts from X [see Fig. 7(a)]. Letf(X) =
plementable, most of them are partially implementable. BasecP P 9. ' N

on this observation, we consider using XC5200 CLBs for pagF-lF(XF) +211(.X;) and assume thall;| = 5. Then, /(X)

tially implementable functions. [Note that most wide functiont partially implementable on XC5200 CLB [see Fig. 7(b)]. The

are fully implementable on XC4K CLBs (see Table II). As aaash line represents possible bridged inputs to LUTs. Decom-

result, there is little benefit to consider partially impIementabI%OS'tlon operations are Performed lteratively in three steps.
functions.] 1) Choose a two-variable bound getC X;.

Our mapping algorithm for XC5200 CLBs, called 2) Perform a simple disjoint decompositioRXr) =
BMD-Map, enhances BM-Map by incorporating func- Cf?(?(g),XI—B').unQerthe boufn(Ij sdt. G
tional decompositior(D) operations into label computation. 3) If the ecomposmon IS Zuccess W cref?\te a no% r?r. h
In initialization, BMD-Map computes the cutsét:(v) of all z7(B) _[seﬁ Fig. 7537)] an zomputl? ";: min-cut of ;'g t
seven-feasible cuts for every node ¢ N. (We can afford fq N %)Im the cone_ u roote dat;“]" ft € mm-_cut IS
testing more wide cuts since matching to XC5200 CLB is  feasible, therd(u) = ¢ —1 and, thereforéi(v) = ¢ since

much less time consuming.) In the labeling phase, BMD-Mag all the inpl_JtS ofF", G, andH h.ave alabel — 1. _
determines ifclb_label(v) = ¢ using the following three Steps1to3areiterated forall possible bound sets until a success

checks. is found or bound sets are exhausted. In the latter case, we assign
l{lv) =q+1.

plained in the next paragraph), thelb_label(v) = q.

(C1) If there exists a five-feasible cut of height— 1 in
C7(v), thenclb_label(v) = q.

(C2) Otherwise, if there exists a wide cut of height 1 in
C(v) of which the corresponding wide function is full We conducted experiments on a Sun ULTRA2 workstation
implementable, thealb_label(v) = g. with 256 MB of memory. The tested circuits are MCNC bench-

(C3) Otherwise, if there exists a wide cut of height- 1 marks which were optimized using the Si8gedscript [32]
in C7(v) of which the corresponding wide function isand decomposed into two-input networks usingdhegg algo-
partially implementable and the infeasible cofactor catithm [7], [35]. The mapping goal was to minimize the CLB
be decomposed to obtain a new cut of heightl (ex- depth with consideration to area minimization.

VIIl. T ECHNOLOGY MAPPING EXPERIMENTAL RESULTS
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Fig. 7. Decomposition operation in step (S3) for XC5200 CLB. (a) Six-input supernode. (b) Partial implementation on XC5200 CLB. (c) Implemietation a
decomposition operation.

TABLE VI
BM-MAP MAPPING RESULTS FORXC4K CLBs

FlowMap BM-Map(10) BM-Map(50)

Circuits D CLB | T(s) D CLB T(s) D CLB T(s)
S5xpl 3 17 0.5 2 19 4.1 2 19 5.1
9sym 5 35 1.1 4 39 119 4 39 20.0
9symml 5 35 1.1 4 38 152 4 39 23.6
C499 4 34 4.7 4 63 21.6 4 63 342
C880 8 65 3.0 7 89 15.8 7 91 89.7
alu2 9 90 3.8 7 108 539 6 96 97.8
alu4 9 144 74 8 204 95.2 8 199 181.6
apex6 5 155 49 4 184 31.3 4 186 34.6
apex7 4 40 14 3 46 18.4 3 46 15.4
count 5 19 0.7 4 24 2.7 4 24 2.6
des 5 672 | 329 5 978 746.4 4 764 1180.8
duke2 4 93 2.8 4 118 21.7 4 118 473
misex1 2 10 0.3 2 11 1.6 2 11 2.1
rd84 4 34 1.2 3 44 7.3 3 45 14.7
rot 7 130 5.0 6 156 29.5 6 159 444
vg2 3 15 0.4 3 20 142 2 23 20.1
z4ml 2 3 0.2 2 3 0.5 2 3 0.6
total 84 1591 | 714 72 2144 | 1091.3 69 1925 | 1814.6
arith.mean 1.00 | 1.00 | 1.00 || 0.86 | 1.35 1528 | 0.82 | 1.21 2541
geo.mean 1.00 | 1.00 | 1.00 || 0.86 | 1.25 8.41 082 | 1.24 13.18

In the first experiment, we applied FlowMap and BM-Map tdor matching in BM-Map, the better the mapping results will
map MCNC benchmarks into XC4K CLBs. After technologype, but the longer the runtime. The ratio, however, is biased
mapping, match4k [15] was employed to pack LUTSs into significantly by the circuides
XC4K CLBs. We limited the maximal number of wide cuts In the second experiment, we applied our mapping approach
to ten and 50 in BM-Map(10) and BM-Map(50) and reportetb the technology mapping for XC5200 FPGAs. After mapping,
corresponding results in Table VI. Compared to FlowMap,UTs were packed into XC5200 CLBs. One CLB is allocated
BM-Map obtained 14% and 18% smaller depth when ten afar one 5-LUT as well as for one pair of 4-LUTs. We compared
50 wide cuts were tested, respectively. However, BM-Map usBMD-Map with the CutMap algorithm [12]. CutMap also
substantially more CLBs compared to FlowMap. After carefuhherits the FlowMap algorithm, but in addition performs
examination, we found that a large percentage of 5-LUBsmultaneous area minimization. It obtains the same LUT
mapped by FlowMap were decomposed imatch4k into depth as obtained by FlowMap, but uses 18% less 5-LUTs on
2-LUTs and 4-LUTs and subsequently packed into CLBs withverage for industrial benchmarks [22]. The mapping results
other 4-LUTs. This is very efficient for area minimization. Thisare reported in Table VII. Compared to CutMap, BM-Map ob-
benefit does not happen to BM-Map because it uses LUTs onéins 7% smaller depth with 15% smaller area, and BMD-Map
to cover noncritical portions of the input network and obtaingbtains 12% smaller depth with 6% larger area. The runtime
much less 5-LUTSs. In general, the more cuts that are test@dBM-Map and BMD-Map are both one order of magnitude
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TABLE VI

BMD-MAP MAPPING RESULTS FORXC5200 CLBs

CutMap BM-Map BMD-Map
Circuits D CLB | T(s) D CLB T(s) D CLB | T(s)
5xpl 3 18 0 3 19 3 3 19 2
9sym 5 48 1 4 43 10 4 46 9
9symml 5 46 1 4 45 10 4 48 8
C499 4 53 7 4 50 323 4 50 272
C880 8 101 3 8 89 45 8 89 43
alu2 9 118 4 8 106 148 7 124 132
alu4 9 194 11 9 184 374 8 206 327
apex6 5 186 7 4 165 22 4 175 19
apex7 4 56 1 3 52 6 3 57 6
count 5 28 0 5 23 1 4 28 1
des 5 925 116 5 714 1750 5 1040 | 1588
duke2 4 131 4 4 121 70 4 129 66
misex1 2 12 0 2 9 2 2 9 1
rd84 4 40 2 4 37 45 4 40 37
rot 7 166 6 6 154 62 5 188 56
vg2 3 19 0 3 18 4 3 18 5
z4ml 2 4 0 2 4 0 2 4 0
total 84 2145 | 163 78 1833 | 2875 74 2270 | 2572
arith.mean 1.00 | 1.00 | 1.00 || 093 | 085 | 17.64 | 0.88 | 1.06 | 15.78
geo.mean 1.00 | 1.00 093 | 091 090 | 099

longer than CutMap. Comparing BM-Map with BMD-Map,
we can see the impact of functional decomposition in XC5200

mapping.

IX. CONCLUSION

We have presented new Boolean matching methods forll
LUT-based PLBs and their applications to architecture evalu-
ation and FPGA technology mapping. Our Boolean matching|3]
methods employ functional decomposition operations to

represent functions in forms corresponding to the targety,

PLB architecture. Existence conditions for new functional

decomposition forms are given and proved. We applied the
methods to the evaluation of PLB architectures in terms of logic

(5]

implementation capability. Experimental results show that the{e]

Xilinx XC4K CLB can implement 98% and 88% of six- and

seven-variable functions extracted from MCNC benchmarks, 7,
respectively, while a simplified PLB architecture implements

the largest amount of functions per LUT bit. We developed
new technology mapping algorithms that employ the Boolean

(8]

matching techniques for depth minimization. Compared to
conventional LUT mapping approaches, experimental resultd®]
show 18% and 12% depth reduction on average for the Xilinx
XC4K series and XC5200 series FPGAs, respectively, with10] ——, “On area/depth trade-off in LUT-based FPGA technology map-
up to 15% area reduction in XC5200 FPGAs. Our Boolean
matching techniques can be useful for designing future FPGAll]

architectures and better utilization of FPGA silicon resources.
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