Magnetic Quantum Cellular Network devices and circuits

-- Kang L Wang and Alex Khitun, UCLA

We propose a circuit scheme to integrate spin logic devices [1] based on cellular network  To date, both semiconducting magnetic materials [2, 3] and ferromagnetic materials [4-7] have been used for a majority gate [7], a NOT gate and shift register [8], and an AND gate and signal fanout [9]. Dilute magnetic semiconductors (DMS) like (In,Mn)As [10], (Ga,Mn)As [11], (Ga,Mn)N [12] and  GaN:Mn films [13] have been demonstrated to display hole mediated ferromagnetism.  Likewise Mn doped Ge (Ge0.94Mn0.06) has also been to have ferromagnetic behavior close to room temperature [14].  

Our proposed circuit is based on cross-bar addressing architecture with nano-magnetic islands, fabricated by patterning traditional ferromagnetic material like Ni, Fe, Co, and permalloy or DMS materials. The spin “up” or “down” polarization of each nano-magnetic island is set by current through or voltage applied to the crossbar electrodes and logical functions are realized by geometric coupling of inputs of the polarized spins acting on an output nano-magnetic island thus determining its spin polarization state. For example, a majority gate can be implemented by coupling three input nano-magnetic islands to an output nano-magnetic island [6, 7].

 The elementary logic cell realized using dilute magnetic semiconductor nano-islands will utilize the effect of hole-mediated ferromagnetism [10-13]. Each nano-island is considered as an elementary memory cell, with the magnetization defined by the island spin polarization. The interaction between the islands is due to the exchange interaction. The magnetic moment of each island can be controlled by the applied electric field (on aluminum electrodes) via the effect of hole-mediated ferromagnetism. There are two important advantages arising from this scheme which utilizes hole-mediated ferromagnetism. First, it is possible to achieve uni-directional signal propagation in a spin lattice addressed by a cross bar architecture as done in MRAMs. [15]  Alternately, a CCD type of architecture with a four phase clocking scheme can be used to physically transfer spin polarized holes down the wire, as illustrated in Fig. 1. Another advantage of fabricating nano-islands with DMS materials is that elementary logic devices can be programmable.  Our first task is to study the interaction of the two cells as shown on the left of Fig. 1 as functions of dot size and separation for different materials with Sarah Tolbert (to be described next). 

Magnetic quantum cellular automata network based devices can be used to do image processing for example.  The detail of algorithm has been worked out.  The simple image recognition device can be built using nano-magnetic islands with spin up representing information in “dark square” and spin down representing information in “light square” and vice versa. Majority logic gates implemented in cellular network fashion implement the image recognition function.
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Circuit Design and Performance Metrics Estimation for MQCA Devices

Vwani Roychowdhury (EE), UCLA

To implement the MQCA devices, Vwani Roychowdhury (EE) will develop circuit design methodologies optimized for the spintronic devices. In particular, he will work to model faults that will inevitably arise due to several factors, including uncertainties in separation distances among interacting devices, irregularities in domain boundaries, and undesired dipole-dipole interactions with stray spins (studied with Tolbert and Wang). These models will be used to generate estimates of error rates at the single device and MQCA gate levels, which in turn, will be used to design fault-tolerant circuits for reliable performance.  He and Wang will evaluate performance metrics, such as, power dissipation, switching speed, and achievable functional density of spintronics-based digital technologies. 

Modeling of the physics (and reliability) of individual information bits and gates will be the first task.  In MQCA, each bit will be represented as one or more electron spins and gates will be implemented using  exchange or dipole-dipole interactions among neighboring domains. The functionality of the gate operations will be programed by carefully controlling the separation distance between the two domains and the time interval for which the interaction is “turned on”. Hence,  an external signal is to be introduced that precisely controls the gate operations and movement of information in the circuit. In particular, wires have to be implemented explicitly as a chain of swap gates or as a spin wave.  Hence, software tools and modeling methodologies will be developed for estimating a comprehensive set of performance metrics, including switching speeds, error rates, and power dissipation.  Power dissipation will be dominated by charging and discharging of capacitances as control signals are applied, and by bit erasure.  Functional denisty, will be determined by the error rates and as discussed next fault-tolerant architectures will comprise an important aspect of the proposed work. 

There have been a number of schemes for fault-tolerant architecture designs proposed in the literature ([1] [2], [3], and [4]), most of these schemes are generic (e.g., uses logic gates as the atomic unit).  Only recently some works have proposed error-correction mechanisms exploiting redundancy. But these are not optimized for nano and quantum devices, and hence, can lead to extremely high overheads in both area and speed.  Based on our prior work [7-11], we propose to develop a new optimized scheme for designing fault-tolerant architectures using trade-offs among (i) physical and device level redundancy, (ii) informational redundancy, and (iii) reduction in error rates at the gate level (e.g., by designing novel nanoscale computational units). For example, device-level redundancy can be incorporated by optimizing the size of the magnetic domains and choosing the number of electron spins representing each bit.  Similarly, for informational redundancy, one can use error-correcting codes to design optimal fault-tolerant circuits. 
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Controlling Magnetic Coupling and Switch in Chains of Magnetic Nanoparticle 

Sarah H. Tolbert – UCLA, Department of Chemistry & Biochemistry

The size of magnetic dots for MQCA has already been reduced to 100 - 200 nm magnetic dots lithographically.
  In that work, linear arrays of spherical dots were used to propagate the signal, while large, anisotropic dots were with harder magnetic coercivity were used to set the logic state.  In this proposal, we aim to bring this type of coupled array down in size by over an order of magnitude, while still preserving the ability to set logic states and control coupling between magnetic domains for the proposed spintronics devices and MQCA.

To dramatically reduce the size of our magnetic domains, we employ wet chemical methods to synthesize magnetic nanocrystals.  Such nanocrystals can be produced from a wide variety of materials including iron oxide, cobalt metal, and a variety of alloys such iron-platinum (FePt).
,
,
  Large quantities of high crystalline magnetic nanocrystals can be produced by these methods.  FePt in particular are both much more oxidation stable that pure metals like Co, and much harder magnets.
  For example, ferromagnetic behavior has been in observed in tetragonal FePt nanocrystals on the size scale of 10 nm, while cubic version of FePt (synthesized at a lower temperature), show soft superparamagnetic behavior.
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To generate the needed chainlike coupling between particles, we incorporate nanocrystals into the 1-dimensional pores of a hexagonal honeycomb structured mesoporous oxides such as silica or titania.
,
  These periodic mesoporous oxides are an ideal host material to use for controlling interactions between nanometer scale objects.  They are made by cooperative co-organization of inorganic precursors and amphiphilic polymers or surfactants.  The pore diameter can be controlled between 1 and 20 nm by changing the organic template and the synthesis conditions.  While many periodic porous architectures can be produced, we are most interested in the honeycomb phase shown in figure 1 because it contains linear, 1-dimensional pores that can be used to generate linear arrays of interacting magnetic nanocrystals.  For the film form, both uniaxial in-plane
 and perpendicular alignments the pores
 have been developed.


In our previous work with cobalt (Co) nanocrystals, we have shown that indeed, particles can be densely incorporated into silica pores using simple diffuse methods.
  A cartoon and a TEM image of a nanocrystal filled grain of porous silica are shown in figure 1.  While isolated Co nanocrystals of this size show superparamagnetic behavior, the stacked particles show much harder magnetic behavior, indicative of strong coupling between nanocrystals.  For example, a two-fold increase in low temperature coercivity is observed upon formation of linear arrays.11  Moreover, field cooled/zero field cooled (FC/ZFC) magnetization data (figure 2) shows a dramatic shift of the blocking temperature to higher T for linear arrays of nanocrystals.11  This is accompanied by a FC curve with a negative slope which is caused by strong coupling along the chains of nanocrystals, combined with the fact that this basic science study employed an unoriented porous silica host.

[image: image5..pict]In the proposed work, we will employ similar methods to generate nanometer scale magnetic QCA.  In order to inject signals into the network, some harder magnetic dots are needed, and these can be generated in a variety of ways.  We can employ a combination of hard and soft nanocrystals such as the cubic and tetragonal FePt discussed above.  Alternatively, a small number of nanocrystals can be incorporated into the network and these can be thermally fused to generate nanorods.  Finally, electrochemical deposition of metals into the pores can be used to produce hard magnetic rods for signal injection,
 followed by incorporation of nanocrystals for signal propagation.  Coupling between magnetic nanocrystals can also be varied to tune the ease of switching in the network.  In the initial stages, we will set the state of the input dot or rod using an external magnetic field.  The magnetic state of the array will then be interrogated using a combination of magnetic force microscopy (MFM) and bulk magnetization measurements.  We will also examine magnetoresistive effects, both in the wire arrays themselves and, for nanocrystals incorporated into semiconducting frameworks, in the nanoporous host.  Finally, in collaboration with the Wang group, we will begin to explore device applications using the MFM to both set and read the magnetic state of the system.

Fig. 1:  One example of circuit architecture for spin based devices. Transfer of spin polarized holes down a DMS wire (Mn doped Ge wire shown as an example) achieved by voltage applied to a 4-phase clock. In this case the holes are transferred physically down the wire very much in a CCD, but in this case, charge is not transferred.  But rather, only the spin polarization information propagates down the wire by magnetic interactions.





Example Hierarchical Design of a 3-bit full adder and Issues to be addressed in a scalable MQCA technology: As shown in the left inset, one can use magnetic domains comprising multiple electron spins to increase the reliability of individual gates and bits (physical-level redundancy). Since the dipole-dipole (or exchange) interactions among the magnetic domains (or electron spins) are highly local, we represent signals/bits as chains of swap gates (i.e., wires) so that they can be moved on a grid and two inputs can interact only when they are in neighboring cells or wires. The gates used here (see the legends) comprise a family of  universal reversible logic family (i.e., SWAP and Fredkin-Toffoli gates) and can be naturally implemented using MQCA devices; however, one can also use an alternate set of gates that best fit the particular MQCA devices being used. Finally, we use informational redundancy to obtain a fault-tolerant planar circuit that uses only local interactions. Clearly, one can optimize at all levels to obtain a circuit that minimizes area and latency overheads and power dissipation, while maximizing reliability. 
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Fig. 1:  Top – High resolution TEM image of the periodic porous silica host.  Bottom left – schematic of stacked magnetic nanoparticles in a porous silica host.  Bottom right – TEM image of a piece of porous silica filled to high density with 8 nm cobalt nanocrystals.
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Fig. 2:  FC/ZFC data obtained on isolated Co nanocrystals and nanocrystals stacked within silica pores.  Both the increase in blocking temperature and the negative slope of the FC line for the stacked nanocrystals indicate strong magnetic coupling between particles in the pores.
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