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Abstract— Parallel processors such as SIMD computers have
been successfully used in various areas of high performance
image and data processing. Due to their characteristics of highly
regular structures and mainly local interconnections, SIMD or
SIMD-like architectures have been proposed for a large-scale
integration of recently developed quantum and nanoelectronic
devices. In this paper, we present a fault-tolerant technique
suitable for an implementation in nanoelectronics, the triplicated
interwoven redundancy (TIR). The TIR is a general class of triple
modular redundancy (TMR), but implemented with random
interconnections. A prototype structure for an image processor
is proposed for the implementation of the TIR technique and a
simulation based reliability model is used to investigate its fault-
tolerance. The TIR is extended to higher orders, namely, the
N-tuple interwoven redundancy (NIR), to achieve higher system
reliabilities. It is shown that the reliability of a general TIR circuit
is, in most cases, comparable with that of an equivalent TMR
circuit, and that the design and implementation of restorative
devices (voters) are important for the NIR (TIR) structure. Our
study indicates that the NIR (TIR) is in particular suitable for an
implementation by the manufacturing process of stochastically
molecular assembly, and that it may be an effective fault-
tolerant technique for a massively parallel architecture based
on molecular or nanoelectronic devices.

I. INTRODUCTION

Historically, parallel processing offered considerable per-
formance advantages in many areas of computing. Several
approaches have been explored and prototype systems were
constructed. Among those, SIMD (single instruction and mul-
tiple data) computers have been successfully used in various
areas of data processing [1], [2]. The field of high performance
image processing in particular has brought forward archetyp-
ical systems (see, for examples, [3]-[6]). This evolvement of
massively parallel processors have been based on the con-
tinuous miniaturization of electronic components. As today’s
CMOS technology enters the nanoelectronic realm (tens of
nanometers and below), where quantum mechanical effects
start to prevail, conventional CMOS devices are meeting many
technological challenges for further scaling [7]. Novel infor-
mation processing devices based on new physical phenomena
have been investigated, and various novel architectures have
been proposed for large-scale integration of these devices [8].
Recent progress in molecular electronics has in particular
motivated much effort in the research of architectures that are
suitable for the implementation of a nanoelectronic computer
[9]-[11].

Due to the characteristics of many nanoelectronic devices,
such as low power consumption, low drive capability and
easy local interactions, parallel architectures that are highly
regular and locally connected, have been studied as candidate
architectures for nanocomputers. The architectural issues of a
SIMD array have been discussed in [12] for nanoscale devices.
Since molecular circuits are likely to be assembled through
a bottom-up manufacturing process, in which randomness is
inherent, imprecisions and inaccuracies seem to be inevitable
in future nanoelectronic systems. Fault tolerance is thus a
major issue in nanoarchitecture design [13]. Conventional
fault-tolerant techniques, such as NAND multiplexing [14],
N-tuple modular redundancy (e.g. triple modular redundancy
(TMR)) [15] and reconfiguration, have been investigated for
implementations in nanoelectronic systems [16]-[22]. A hi-
erarchically reconfigurable architecture with the multiplexing
technique implemented into the fundamental circuits has been
studied for a system robust against both manufacturing defects
and transient faults [23].

Von Neumann’s multiplexing technique is based on a mas-
sive duplication of imperfect devices and randomized imper-
fect interconnects. It has been shown that this construction
can be reliable with a high probability, provided that the
failure probability of a component is sufficiently small. As
implied in the multiplexing technique, NMR and TMR designs
have been used as benchmarks for evaluating fault-tolerant
approaches and were implemented in VLSI for high reliability
applications [15]. NMR techniques, generally implemented at
modular level instead of gate level, use redundant components
to mask the effect of faults. In TMR, the most general form
of NMR, three identical modules perform the same operation,
and a voter accepts outputs from all three modules, producing
a majority vote at its output. This majority voter functions as a
restoring organ, bringing the outputs to a more reliable level.

In this paper, we present a fault-tolerant technique suit-
able for an implementation by the manufacturing process
of stochastically molecular assembly, the N-tuple interwoven
redundancy (NIR) (in particular, the triplicated interwoven
redundancy (TIR)). The TIR is presented as a general class
of triple modular redundancy (TMR), but implemented with
random interconnections. A simulation based reliability model
is used to investigate the fault-tolerance of the TIR implemen-
tations of a 1-bit processor structure. The TIR is extended to
higher orders of NIR, to achieve higher system reliabilities.
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Fig. 1. A nonredundant complementary half adder implemented with NAND
logic
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Fig. 2. A TIR implementation of the complementary half adder

II. TRIPLICATED INTERWOVEN REDUNDANCY (TIR)

The idea of triplicated interwoven redundancy (TIR) orig-
inates from von Neumann’s multiplexing technique and the
general concept of the interwoven redundant logic [24]. To
illustrate it, we show the schematics of a complementary half
adder (computing the complements of carry and sum, denoted
as cc and cs) in Fig. 1 and a TIR implementation of it in Fig.
2, both implemented with NAND gates (including inverters).
In the TIR complementary half adder each NAND gate in
the nonredundant circuit is replaced by a triplication and all
the interconnections are accordingly triplicated as well. A TIR
circuit thus has three times as many gates and interconnections
as the corresponding nonredundant circuit.

The interconnections in a TIR circuit are in
principle arranged in a random way. In practical
implementation the random interconnections can be
substituted by arbitrarily selected static ones that have
specific routes. In a TIR circuit made up of 2-input
NAND gates, for instance, there are six possible pair
connections {(1, 1), (2,2), (3,3)}, {(1,1), (2,3), (3, 2)},
{(1,2), (2,3), (3, 1)}, {(1,2), (2,1), (3, 3)},
{(1,3), (2,1), (3, 2)} and {(1,3), (2,2), (3, 1)} (by (i, j)
we mean here the output of gate i in a triplication is paired
with the output of gate j in another triplication to form the
inputs of a gate in the next stage). The total interconnect
patterns become 36 (6 × 6) if a distinction is made among
the gate orders of a triplication in the next stage. One
method to arrange the interconnections is to randomly adopt
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Fig. 3. The TMR configuration of the TIR complementary half adder
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Fig. 4. A clocked D-type flip-flop implemented with NAND logic

one of the 36 connection patterns for all connecting pairs
in adjacent layers. As shown in Fig. 2, the interconnect
patterns used in the three layers from inputs to outputs of the
circuit are {(1, 1), (2, 2), (3,3)}, {(1, 2), (2,3), (3,1)} and
{(1,3), (2, 1), (3, 2)}, while the circuit can be with any other
interconnect patterns.

It is interesting to notice that, if the pattern
{(1,1), (2, 2), (3, 3)} is used in all layers for all
interconnections, the three modules in Fig. 2 will
independently perform computation, actually working as a
TMR circuit, as depicted in Fig. 3. The TIR is hence a general
class of TMR implemented with random interconnections and
the TMR is a particular configuration of TIR with regular
interconnections. The randomness in the interconnects of TIR
is particularly interesting for the integration of molecular
electronics, for which stochastically chemical assembly is
most likely to be the manufacturing method.

The principle of TIR is also applicable to the circuits of
storing devices. In Fig. 4 a clocked D-type flip-flop is drawn
and a TIR implementation is shown in Fig. 5.

Similarly as in TMR, a decision element is needed in a
general TIR circuit as a restoring device. A design of a
2-level majority voter, consisting of four NAND gates, is
shown in Fig. 6. This voter is favorable for applications based
on the transistors. In quantum and nanoelectronic regime,
however, the implementation of majority logic could be greatly
simplified. A simple structure of a single majority gate, as
schematically shown in Fig. 7, has been proposed for possible
implementations in nanoelectronic circuits [25]-[27].
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Fig. 5. A TIR implementation of the clocked flip-flop
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III. A PROCESSOR PROTOTYPE FOR ARRAY

ARCHITECTURES

A typical processor structure for a processor array consists
of an arithmetic and logic unit (ALU), registers and a multi-
plexer, as shown in Fig. 8. Upon the arrival of clock signals,
the input signals are latched in the registers and a computation
procedure is triggered. At the end of the computation, results
are sent to memory and neighbors. This processor prototype
has been widely used to model processor arrays, and many
variations based upon it have been successfully implemented
in parallel processors for high-performance image processing
and pattern recognition (see, for example, [3]-[6]).
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Fig. 7. A single majority gate
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Fig. 8. A prototype structure of PE for an image processor array
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Fig. 9. A 2-to-1 multiplexer
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Fig. 10. A TIR implementation of the 2-to-1 multiplexer

In a 1-bit processor, the ALU is basically composed of
a full adder, which can be constructed from the circuits of
the complimentary half adder in Fig. 1 plus a few auxiliary
gates. The registers, used to store the inputs from memories
and neighboring processors, can be realized by the clocked
flip-flops shown in Fig. 4. The fault-tolerant implementations
of the ALU and registers can thus be obtained from the
TIR circuits of the complementary half adder and flip-flop
discussed in the previous section.

A 2-to-1 multiplexer requiring one instruction bit I is shown
in Fig. 9. For simplicity, we only show the schematic of a TIR
implementation of the 2-to-1 multiplexer in Fig. 10, which is
sufficient for a linear processor array [28].

Hence, all the elements composing the processor structure
in Fig. 8 are available in their fault-tolerant implementations
of TIR circuits. In the next section a fault injection simulation
is proposed to study the reliability of these fault-tolerant
processor structures.

IV. A SIMULATION BASED RELIABILITY MODEL AND

ANALYSIS

In this study, a fault injection simulation procedure has been
performed to investigate the effects of multiple component
failures in TIR structures. It goes as follows:

1) Start at all good states. A number of faulty gates (the
number, m, starting from 0 and up to the maximum
number of faulty gates in the circuit) are randomly
selected from all of the gates in the fault-tolerant circuit
and a randomly selected stuck-at-0 or stuck-at-1 fault is
emulated at the output of each faulty gate.

2) A set of input pattern is applied to the fault-tolerant
circuit, in which faults have been injected. The outputs
produced in the circuit are then compared with the

Proceedings of the 17th International Conference on Pattern Recognition (ICPR’04) 
1051-4651/04 $ 20.00 IEEE 



correct ones. If the fault-tolerant circuit provides the
correct outputs, repeat Step 2 until the complete set of
input patterns have been tested. Otherwise, increase the
number of failed simulations, km, by 1.

3) Increase the number of simulations performed thus far,
n, by 1. If n is less than the total number of simulations
to be performed, N , go to Step 1. Otherwise, go to Step
4.

4) Compute the failure rate of the simulated fault-tolerant
circuit by the number of injected faults, Fm = km/N .
Increase the number of faults injected into the fault-
tolerant circuit, m, by 1. If m is no larger than the
maximum number of faulty gates in the fault-tolerant
circuit, go to Step 1. Otherwise, end the simulation.

In the simulation, faults were considered to appear in logic
gates, and were injected at once before the circuit is put into
operation. This is likely to be the case for manufacturing
defects. A simulation procedure was proposed in [29] for the
modeling of transient faults that spontaneously appear during
system operation.

At the end of each simulation, a failure rate by the number
of faults injected into the fault-tolerant circuit, Fm, is obtained
as the number of times the fault-tolerant circuit fails, km,
divided by the total number of fault injection simulations
performed, N .

The probability distribution of the number of random faults
in a fault-tolerant circuit follows the binomial distribution, i.e.

P (m) =

(
N

m

)
pmf (1− pf )

N−m, (1)

where pf is the error rate of a logic gate in the circuit, m and
N are respectively the number of faulty gates and the total
number of gates in the circuit.

By considering the number of faults, m, to be a random vari-
able, the failure rate Fm can be used as a failure distribution
to m. The reliability of the fault-tolerant circuit is therefore
obtained by summing over all conditional reliabilities with the
presence of faults, i.e.

RFT =
N∑
m=0

(
N

m

)
(1− km/N)pmf (1− pf )

N−m. (2)

Hence, the reliability of a fault-tolerant circuit can be
obtained from the simulation based formula (2).

In the simulation the random interconnections in TIR cir-
cuits are substituted by randomly selected static ones, of which
TMR is a specific configuration with regular interconnections.
We have simulated the TIR processor structures with various
interconnect patterns (including the one of TMR). The reli-
abilities obtained from the simulation based formula (2) are
plotted against the error rate of a NAND gate in Fig. 11 for
six sets of different interconnect patterns.

As revealed in the figure, the TIR structures with randomly
selected interconnections present slightly lower probabilities
of system survival than the TMR structure. In most cases,
however, these variances in reliability are hardly discernable.
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Fig. 11. The reliabilities of TIR circuits with random interconnects (including
the TMR with regular interconnects)

For a small fraction of interconnect patterns (e.g. interconnect
pattern 6 in Fig. 11), this variance becomes noticeable. Our
further investigations show that this is due to a fanout effect
of erroneous signals and a malicious interconnect combination
of the output gates in the flip-flop (gates D and E in Fig. 5)
of Register C (in Fig. 8). As a result, any single error in the
multiplexer (MUX in Fig. 8), if propagated into the flip-flop
through its fanout circuit, causes failures of two outputs of the
flip-flop. These failures present a majority and thus cannot be
corrected by the voters attached to the circuit.

Fortunately, there is just one of 36 possible interconnect
combinations of the output gates that would cause the failure
of the flip-flop (and thus the processor) due to a single error in
the multiplexer. Generally, the variances in reliability obtained
from various configurations of TIR (including TMR) are small
so that they are negligible. Virtually, these TIR circuits are
equivalent in terms of reliability without a distinction in
interconnect patterns. This randomness in interconnects is
a prominent feature of TIR, though in some cases it may
introduce a decrease in reliability improvements.

V. N-TUPLE INTERWOVEN REDUNDANCY (NIR)

The TIR, as a general class of TMR, can readily be extended
to, say, N-tuple interwoven redundancy (NIR), similarly as
TMR to NMR. Thus, the NIR is a general class of NMR, but
with random interconnections.

The degree of redundancy R used to construct an NMR
system is determined from the desired number of faulty circuit
modules to be masked, E, by [30]

2E +1 ≤ R ≤ (E +1)2. (3)

A grouping parameter, K, is used to design the voter circuit of
an NMR. For a 2-level voter circuit, K indicates the number
of inputs of a gate in the first level of the voter [30], and

E +1 ≤ K ≤ R−E. (4)
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For TMR and the 2-level voter circuit in Fig. 6, for instance,
we have E = 1, R = 3 and K = 2. For a general NMR
system, the number of gates in the first level of a voter can be
obtained by selecting K-out-of-R elements, and is given by

c =

(
R

K

)
=

R!

K!(R−K)!
. (5)

In practice, applications of NMR systems are mainly restricted
to odd numbers of replications, i.e. R = 3,5, 7, 9, ....

To investigate the fault-tolerance of NIR systems, we have
studied the NIR implementations of the processor structure
in Fig. 8, with N = 3 (i.e. TIR),5, 7 and 9. Similarly as
in TIR, an NIR voter circuit can follow a design of the 2-
level structure in Fig. 6 or a design of the single majority gate
structure in Fig. 7. For the 2-level voter design, the numbers of
NAND gates in NIR voters for R = 3, 5, 7 and 9 (E = 1,2,3
and 4) are 4,11,36 and 127, according to equation (5). We
can see that the size of a voter grows faster than the increase
of the redundancy in an NIR circuit. This implies that the
performance gain by a higher degree of redundancy may be
degraded by an increased complexity of an NIR voter. For a
single majority gate design, however, the complexity of an NIR
voter is kept similar or slightly increased due to an increase
in gate interconnections in a higher order of NIR.

The reliabilities obtained by simulations are plotted against
the gate error rate in Fig. 12, for the NIR circuits using these
two types of voters. As can be seen, indeed, the use of a
higher order of redundancy (R = 5, 7 or 9) does not offer a
better fault-tolerance if a 2-level voter design is used in an
NIR system. In fact, the system degenerates to a level that
is less reliable than the nonredundant one. The higher the
degree of redundancy is, the worse the reliability. If a single
majority gate is used as a voter, however, a higher reliability
results in an NIR system with a higher degree of redundancy,
i.e., an improved system reliability is obtained by using a
higher order of NIR. These indicate the significance of voter
implementations in an NIR system.

With the use of single majority voters, a reliability improve-
ment can only be obtained when the gate error rate in an NIR
system is lower than a threshold. As revealed in Fig. 12, this
threshold has a higher value in a higher-order NIR system. For
instance, a TIR system (R = 3) does not afford an advantage
over the nonredundant structure until the error rate of a gate
reaches approximately 0.02, while an equivalent NIR structure
with R = 9 provides a better performance as long as the gate
error rate is not larger than approximately 0.05.

VI. CONCLUSION

Inspired by the success of massively parallel processors
in the field of high performance image processing, we have
explored the possibility of building a fault-tolerant processor
structure with unreliable nanoelectronic devices. The tripli-
cated interwoven redundancy (TIR) is presented as a general
class of triple modular redundancy (TMR), but implemented
with random interconnections. The TIR implementations of
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TIR), 5, 7 and 9.

a 1-bit processor element are studied by using a simulation-
based reliability model. The TIR is extended to higher orders,
namely, the N-tuple interwoven redundancy (NIR), in order to
achieve higher system reliabilities. In general, the reliability
of a TIR circuit is comparable with that of an equivalent
TMR circuit, while for certain interconnect patterns the TIR
structure may present an inferior performance to TMR, due to
its interwoven nature in gate interconnections.

The design and implementation of restorative devices (vot-
ers) are important for the NIR (TIR) structure. With the use
of conventional 2-level voters, as shown in our study, a higher
order of NIR presents a worse system reliability, because of a
significantly increased size of the voters. With the use of single
majority voters, which are favorable for implementations in
nanotechnology, the NIR structure offers an advantage over
the nonredundant form when the device error rate is not larger
than a threshold value. With the single gate voter design, a
better system reliability is obtained by using a higher order of
NIR.

An NIR implementation of a PE structure, as the one
studied in our paper, can be used as the building blocks of
a massively parallel, yet fault-tolerant computer architecture.
A hierarchical reconfigurability can further be incorporated
into the architecture for manufacturing defect-tolerance [23].
Since the basic unit is a fault-tolerant circuit module, the
reconfigurability can be limited to the module or higher levels,
instead of gate or device level. This would greatly lower
the difficulty in system testing and fault diagnosis, which
usually present challenges in a large-scale integrated system.
Since the NIR, similar as NMR, simultaneously provides
the architecture protection from transient errors in system
operation, an NIR based parallel architecture may be robust
against both manufacturing defects and transient faults for
future nanoelectronic systems.
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