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1. QCA Operation: 

Sources: "Quantum-dot cellular automata: Review and recent experiments (invited) G. L. Snider"
A. QCA Cell:
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i) A basic QCA cell consists of four quantum dots in a

square array coupled by tunnel barriers. Electrons are able to

tunnel between the dots, but cannot leave the cell. If two

excess electrons are placed in the cell, Coulomb repulsion

will force the electrons to dots on opposite corners. There are

thus two energetically equivalent ground state polarizations,

as shown in Fig. 1, which can be labeled logic ‘‘0’’ and ‘‘1.’’

Coulombic interactions between the electrons cause the cell

to exhibit highly bistable switching between these two polarizations.


B. QCA Array-of-Cells (Binary Wire)
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i) The simplest QCA array is a line of cells, shown in Fig. 2~a!. 

Since the cells are capacitively coupled to their neighbors, 

the ground state of the line is for all cells to have

the same polarization. In this state, the electrons are as

widely separated as possible, giving the lowest possible energy.

To use the line, an input is applied at the left end of the

line, breaking the degeneracy of the ground state of the first

cell and forcing it to one polarization. Since the first and

second cell are now of opposite polarization, with two electrons

close together, the line is in a higher energy state and

all subsequent cells in the line must flip their polarization to

reach the new ground state. No metastable state ~where only

a few cells flip! is possible in a line of cells.2 A tremendous

advantage of QCA devices is the simplified interconnect

made possible by this paradigm. Since the cells communicate

only with their nearest neighbors, there is no need for long

interconnect lines. The inputs are applied to the cells at the

edge of the system and the computation proceeds until the

output appears at cells at the edge of the QCA array.


C. QCA Logic Gate: 3-Input Majority Logic Gate / AND (1 input fixed @ 0) / OR Gate (1 input fixed @ 1)
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In this gate the three inputs ‘‘vote’’ on the polarization of the central cell, 

and the majority wins. The polarization of the central cell is then propagated

as the output. One of the inputs can be used as a

programming input to select the AND or OR function. If the

programming input is a logic 1 then the gate is an OR, but if

a 0 then the gate is an AND.


D. QCA Logic Gate: Inverter
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In this inverter, the input is first split into two lines of cells then 

brought back together at a cell that is

displaced by 45° from the two lines, as shown. The 45°

placement of the cell produces a polarization that is opposite

to that in the two lines, as required in an inverter.


E. QCA Fanout Structure
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When the input of one of these structures is flipped,

the new ground state of the system is achieved when all of

the cells in both branches flip. The problem is that the energy

put into the system by flipping the input cell is not sufficient

to flip cells in both branches, leading to a metastable state

where not all of the cells have flipped. This is not the ground

state of the system, but can be a very long-lived state, leading

to erroneous solutions in a calculation. Avoiding these

metastable states is simply a matter of switching the cells

using a quasi-adiabatic approach, which keeps the system in

its instantaneous ground state during switching, thus avoiding

any metastable states. Details of quasiadiabatic switching

have been published previously.2,6 Quasiadiabatic switching

can be implemented in both semiconductor and metallic

QCA systems.


F. Computation using QCA:

"Quantum Cellular Automata: The Physics of

Computing with Arrays of Quantum Dot Molecules"

Craig. S. Lent, et al.
In brief then, computation proceeds in three steps:

i) Write the input bit by fixing the polarization state of

cells along the input edge.

ii) Allow the array to relax to its ground state while the

new inputs are kept fixed.

iii) Non-invasively read the results of the computation

by sensing the polarization state of cells at the
2. Magnetic QCA (MQCA)

Sources: "Magnetic cellular automata (MCA) systems" M.C.B. Parish

A. 3 Major Implementations:
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(The direction of the moments was collinear with the axis of the chain. The

arrow to the right of the chain illustrates the direction in

which the external, magnetic ‘clock’ field was applied.

Cowburn and Welland successfully demonstrated the

propagation of signals along a magnetic ‘wire’, by using

the clock field to drive a soliton (the interface between two

elements with opposing magnetic moments) along the chain of elements.)
i) Cowburn/Welland MCA: (Fig 1a) 

The first MCA was the magnetic quantum cellular

automaton (MQCA), described by Cowburn and Welland

in 2000 [2]. As illustrated in Fig. 1a, each active element in

the system was a circular disc formed from 10 nm thick

supermalloy, with a diameter of 110 nm. These dimensions

were small enough to prevent intra-element domain walls

forming [8] and each device behaved like a single giant

magnetic spin. Each moment was confined to the plane of

the element and in an isolated device its ground state

direction was infinitely degenerate. To enable the direct

encoding of digital information, a bistable (or binary)

system is required. Bistability was generated in the MQCA

system through interelement interactions. The direction of

the moments was collinear with the axis of the chain. The

arrow to the right of the chain illustrates the direction in

which the external, magnetic ‘clock’ field was applied.

Cowburn and Welland successfully demonstrated the

propagation of signals along a magnetic ‘wire’, by using

the clock field to drive a soliton (the interface between two

elements with opposing magnetic moments) along the chain

of elements.

ii) Csaba MCA (adiabatic clocking): (Fig 1b) 

Csaba et al.’s system is illustrated in Fig. 1b [3] uses adiabatic clocking.

Csaba et al.’s system is based on using parallelopiped

nanomagnets, which form an array of pillars. In an

analogous manner to EQCA systems, computation is

conducted by applying input signals at the edge of the

array. An external magnetic field is then used to reorientate

(or clock) the moments of the elements so that they point

parallel to their hard axes (the direction illustrated by the

arrow at the right of the chain in Fig. 1b). As the magnetic

field is reduced the moments relax into their ground state

configuration. In this system the ground state is antiferromagnetic:

adjacent moments point in opposite directions.

Results based on SPICE modelling suggested that clocking

speeds of up about 100MHz should be possible with such

systems.

iii) Parish/Forshaw BMQCA: (Fig 1c) 

A second system, illustrated in

Fig. 1c, was proposed by Parish and Forshaw [4, 5], also uses

adiabatic clocking. The bistable magnetic quantum cellular automata

BMQCA) system proposed in [4, 5] is similar to the two

systems described above. Planar nanomagnets are used as in

2]; however, like the system in [3], adiabatic evolution is

used to clock the elements. Bistability is introduced by using

planar elliptical nanomagnets, with in-plane dimensions of

perhaps 150nm by 100 nm and 10nm thickness. The

elliptical profile ensures that the rotation of the moments

under interelement interactions and coupling to the clocking

field is as smooth and reproducible as possible; this

maximises the frequency at which the system can reliably

operate. Note that the sharp corners associated with the

angular shape of the elements in [3] may give rise to strong

demagnetising fields, unstable evolution and a four-fold

symmetric ground state. Adiabatic evolution of the

BMQCA system occurs using a modulating clock field

parallel to the hard axis of the elements (as illustrated in

Fig. 1c.

In both 1b and 1c, bistability is achieved (even in isolated

elements) by using elongated nanomagnets. It is thought

that this increases system performance and ensures that

arbitrary circuit designs can be implemented.
B. BMQCA (Fig. 1c)  : 3 subcircuit designs: [image: image7.wmf]
C. Clocking BMQCA Wire
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When the clock field is

high (usually several hundred oersted) the moments of the

elements should lie approximately parallel to their hard

axes. As the field is slowly reduced the moments rotate

towards their easy axes. The direction of the moments in

their ground state should correspond to the direction of the

input moment. The input signal was represented by a fixed

magnet, which pointed in the positive x direction and was

present throughout the simulations. Therefore, in Figs. 6

and 7, at zero field (not shown but easily estimated from the

My component) the moments of the BMQCA should point

in the +x direction. We present the normalised magnetisation:

at zero field, a successful switch of the whole line of

elements is represented by MxE1.0 and MyE0.0. The

initial orientation of the moments was  1; this is not

included in the estimation of reliability.

D. BMQCA Reliability vs. Speed:
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E. BMQCA Reliability vs. # of Elements:

[image: image10.wmf]


F. BMQCA Reliability vs. Temperature:

[image: image11.wmf]
G. BMQCA Speed: 

They imply

that, to ensure the successful adiabatic evolution of a group

of MCA elements at room temperature, the maximum

frequency of operation is likely to be significantly lower

than that calculated for the same system at zero kelvin. The

main reason for this is that, at the start of each clock cycle,

the system is in an energy state such that thermally induced

spin fluctuations can easily move it into an undesirable

metastable energy state, which can only be exited by waiting

for another thermal fluctuation to kick the system back on

to the correct track. At 0K, both single elements and groups

of elements can in principle switch very quickly, perhaps at

hundreds of megahertz, being limited mainly by spin

precession effects. At or near 300K, it seems probable that

the maximum operating speeds may be over 1000 times

slower than this ideal maximum, even if non-uniformity of

the element sizes, shapes and positions is discounted.

H. BMQCA Power: 

There are also other problems associated with adiabatic

magnetic logic systems. If an external magnetic field,

generated by a single wire, is used to execute clocking, then

the system is likely to require an unacceptable amount of

power. Generating the required field, at a distance of a few

tens of nanometers under the wire, requires a current of the

order of a few milliamps. However, the small wire crosssection

(for example, 1 mm 1mm), and the need for global

clocking means that the power dissipation would be 100–

1000Wcm 2. Indeed, a value of approximately 1kWcm 2

has been published for an experimental system with similar

attributes [20]. Most MRAM systems use a grid of wires,

but they do not encounter power dissipation problems

because their elements require smaller fields, and are

switched individually from one state to another, rather

than being adiabatically clocked in parallel. Some possible

ways to clock blocks of BMQCA elements are outlined in

[4], but it must be emphasised that it is likely to be difficult

to devise a realistic method. One may note for comparison

that, to the best of the authors’ knowledge, no practical

clocking scheme has been described for electronic QCA

systems in a decade of research.

3. SPICE Model for Nanomagnetic Logic Units:

Source: “Nanocomputing by Field-Coupled Nanomagnets”

György Csaba,
A. Operation of Nanomagnetic Nanowire:
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We assume that initially all dots are magnetized in the same

direction [Fig. 4(a)]. An external magnetic pumping field is then

applied. During the first clock phase [Fig. 4(b)], the “memory”

of the initial state is “erased” by aligning all dots parallel to this

strong external field, regardless of their magnetization history.

In the second phase [Fig. 4(c)], the input current is switched,

which influences the magnetization of the input dot. In the third

phase [Fig. 4(d), as the clock field is adiabatically lowered],

the effect of the weak input signal is amplified and propagates

through the structure, resulting in an antiferromagnetically ordered

state determined by the input.

B. Operation of Nanomagnetic Majority Gate:

[image: image13.wmf]
The majority gate is the basic logic building block of nanomagnet

circuits, just as for the electronic QCA versions. The

layout of a magnetic majority gate with an output wire segment

is sketched in Fig. 6. The input dots are labeled by 2, 3, and 4.

The majority gate is clocked by an external field in a similar

way to the nanowire. By the end of the pumping cycle, dot 1

will be antiparallel with the majority of it neighbors. If one of

the input dots is in logical “1” state, the dot realizes a logical

NOR function between the other two inputs and the output, and

if one input is in logical “0”, then the gate computes the NAND

function.

C. SPICE Model of Nanomagnetic Circuits:

The SPICE macromodel presented here corresponds to only

one level in the hierarchy of magnetic modeling. When only

quasi-static behavior is of interest, nanomagnets can be fully

characterized by their hysteresis curves, and the dot circuit of

Fig. 3 can be substituted by a nonlinear static circuit. Besides

its numerical efficiency, this approach is attractive from a theoretical

viewpoint, because it gives an insight to the possible

analogies between nonlinear electric circuit components and

nonlinear magnetic behavior. There is also a possibility of overcoming

the limitations of the SDAby introducing exchange coupling

between magnetic particles.

D. Power and Speed of Nanomagnetic Circuits:

Nanomagnet circuits, in principle, have numerous beneficial

features. The power dissipation per bit operation is only a few

tens of kiloteslas per bit operation, with relatively high speed (on

the order of one hundred megahertz). The nanomagnet network

itself is simple to realize and adds only a few technological steps

to the standard silicon technology. The ultimate integration density

is defined by the superparamagnetic limit and is probably

above Terabit/inch for devices operating at room temperature.

4. QCA Layout:

Sources: “Problems in designing with QCAs: Layout = Timing”

Michael T. Niemier 
5. QCA and Quasi-Adiabatic Switching:

Sources: “Quasiadiabatic switching for metal-island quantum-dot cellular automata” Ge´za To´ th

A. Quasi-Adiabatic Switching (QAS):
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Adiabatic switching has the following steps: ~1! before applying the

new input, the height of the interdot barriers is lowered, thus

the cells have no more than two distinct polarization states:

P511 and P521; ~2! then the new input can be given to

the array; ~3! while raising the barrier height, the QCA array

will settle in its new ground state.

The quasiadiabaticity of the switching means that the

system is very close to its ground state during the whole

switching process. It does not reach an excited state after

setting the new input, as happens if the input is simply

switched abruptly. Since the system does not get to an excited

state from the ground state, the dissipation to the environment

is minimal. On the other hand, to maintain quasiadiabaticity

the time over which the barrier height is

modulated must be long compared to the tunneling time

through the barrier. Typically a factor of 10 reduces the

nonadiabatic dissipation to very small levels.

B. QAS Used to Clock Data in QCA[image: image15.wmf]
While changing the input the

barrier is low, therefore the cells do not have a definite polarization.

Then the barrier height increases, until it reaches

the value where the cell polarization is fixed. This means that

the barriers are so high that the interdot tunneling is not

possible and the polarization of the cells keeps its value independent

of the effects of the external electrostatic fields. At

that point the output can be read out. Then the barriers are

lowered again, and the next input can be given to the array.

Figure 3~c! shows the input and output flow for this case.

C. Pipeline Architecture:

[image: image16.wmf]
