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ABSTRACT (NGL) systems are not likely to be in the mainstream in the near

Optical proximity correction (OPC) is one of the most widely used future, it is expected that more and more extensive RETs will be
resolution enhancement techniques (RET) in nanometer designs used to push the lithography systems to their limits [12,16,22,23].
to improve subwavelength printability. Conventional model-based To make the lithographic challenges even worse, process variations
OPC assumes nominal process parameters without considering pro- during manufacturing, such as those from dosage and focus varia-
cess variations, due to prohibitive runtimes of lithography simula- tions, will also affect the final product yield.
tions across process windows. This is the first paper to propose a OPC is one of the most widely used RETs by simply modify-
true process-variation aware OPC (PV-OPC) framework. It is en- ing the mask pattems to improve the printability [18]. Traditional
abled by the variational lithography modeling and guided by the model-based OPC assumes nominal process parameters without
variational edge placement error (V-EPE) metrics. Due to the ana- considering process variations [4]. Some primitive attempts have
lytical nature of our models, our PV-OPC is only about 2-3 x slower been made to incorporate the process window awareness. For ex-
than the conventional OPC, but it explicitly considers the two main ample, defocus aerial images, instead of in-focus aerial image, have
sources of process variations (dosage and focus) during OPC. Thus been used in OPC software to improve process window robust-
our post PV-OPC results are much more robust than the conven- ness [5, 19]. But they rely on extensive lithography simulations to
tional OPC ones, in terms of both geometric printability and elec- choose the appropriate defocus value, which is very expensive. [10]
trical characterization under process variations, shows how to modify the OPC algorithm to consider the expected

defocus from CMP-induced wafer topography. But again, the OPC
Categories and Subject Descriptors is based on a certain defocus condition, without considering focus
B.7.2 [Hardware]: INTEGRATED CIRCUITS-Design Aids; J.6 variations and dose variations. Image-log slope, as an indicator of
[Computer Applications]: COMPUTER-AIDED ENGINEERING- process sensitivity to dose variations, has been used in [5, 8]. But
Computer-aided design (CAD) this approach is incapable of handling focus variations. None of

these attempts are aware of the entire process window during OPC.
General Terms The reason is due to prohibitive runtimes of lithography simulations

Algorithms, Design, Performance, Reliability across the entire process window. Actually, even without consider-

Keywords ing process variations, it has been reported that model-based OPC
software could run for days on multiple computers for a single de-

Lithography modeling, process variation, OPC sign [3].
Ignoring OPC impacts or process variations could lead to erro-

1. INTRODUCTION neous timing, power and yield characterization analysis. In [24],
As the Iinsreoeto rhgednit is shown that post-OPC silicon image based timing analysis is

Aerscthe diCensionds,tr esprintoardhigherodensis indo oe- substantially different from that based on the drawn layout, e.g.,
tinersleimensions,theprinailt adu poces window ofmth with 36% increase in worst-case slack and significant critical pathfiner lithographic patterns are reduced due to the fundamental limit redrigThanlsso[2]sbsdonPCwttenm-
of the microlithography systems and process variations. As for now
leading IC fabs still use 193nm lithography systems to print 65nm nal process. It is expected that the difference with consideration of

feature size, with the aid of various and sometimes exotic tricks so process variations would be even more [20]. Statistical simulation

calle'reslutin enhncemnt tchniqes (ET),suchas optical techniques are demonstrated to map the lithography variability to

calledityresolution OPCenhancm enttchniq ask(RET),suchaxis.l. CD or chip timing [2, 17]. The awareness of across chip line widthproximity~~~~~~~~corcto (OC.paesitms PM,ofai lu variations can account for as much as 40% tightening of the best-
mination (OAI) and sub-resolution assist feature (SRAF) insertion. case to worst-case timing spread [9]. Therefore, it is important toSince the 157nm lithography and other next generation lithography maeteOCaaeo.h rcs vrain.'

make the OPC aware of the process variations.
This is the first paper to propose a true process-variation aware

Permission to make digital or hard copies of all or part of this work for OPC (PV-OPC) framework. It is enabled by the variational lithog-
personal or classroom use is granted without fee provided that copies are raphy modeling and guided by the variational edge placement error
not made or distributed for profit or commercial advantage and that copies (V-EPE) metrics. The main contributions are as follows.
bear this notice and the full citation on the first page. To copy otherwise, to
republish, to post on servers or to redistribute to lists, requires prior specific *We derive a new analytical variational lithography model,
permission and/or a fee.
DAC2006, July 24-28, 2006, San Francisco, California, USA. which is generic to handle any focus variation and illumi-
Copyright 2006 ACM 1-59593-381-6/06/0007 ..............$5.00. nation scheme.
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* We obtain the close-form formulae for the variational EPE tion [1]
metrics, and use them to guide our PV-OPC algorithm with
explicit consideration of the two main sources of process J(f, g) = 'T(f' + f, g' + g; f', g')
variations (exposure dose and focus variations).

x Y(f' + f,g' + g)yf*(fI7gI)dfldg'. (1)
* The robustness of our PV-OPC algorithm is demonstrated in

terms of both the geometrical and the electrical characteriza- d(f, g) is the mask transmission function F(x, y) in the frequency
tions compared to the conventional OPC. domain.C (f, g; f', g') is called the transmission cross coefient

(TCC), given by
* The runtime of our PV-OPC algorithm is only about 2-3 x

that of the conventional OPC due to the analytical nature of r(f' 9'; f", g") = /| ao (f g)X(f + f', g + g')
our models, so it is feasible to be used in practice.

x IC* (f + f", g + g")dfdg, (2)
The rest of the paper is organized as follows. Section 2 presents

our analytical variational lithography modeling. Section 3 derives w (
the closed-form formulae for the variational EPE metrics, which are projection system transfer function, respectively. The superscript *
used to guide our PV-OPC algorithm in Section 4. Section 5 shows means the complex conjugation.
the experimental results, followed by the conclusions in section 6. Denote the focal error as z and suppose the shape of the pupil is

a circle (without loss of generality), X3(f, g) can be written as

X(f,g) = XCO(f,g)eirz(f 2+g2) (3)
2. VARIATIONAL LITHOGRAPHY where

MODEL (VLIM) f2+g2 <1
Great efforts have been made to control the lithography system Xo(fg) = {0 f2 + 2 > (4)

uniformity (over space) and stability (over time). Among all the
process variations, the exposure dose and focus variations are the For the conventional illumination with partially coherentfactor s,
two most important sources hard to control. Other sources of vari- - (f, g) is written as
ations can be lumped into these two sources equivalently [13]. 1 2 2 2

Traditional phenomenological lithography simulators (used in J8(f, J= ] s f +g < s
various OPC softwares) can be decomposed into the optics simula- g 0° + g2 >s(5)
tors, which compute the aerial image, and the photoresist simula- Other illuminations can be described similarly.
tors, which compute the print contours based on the aerial images. The aerial image at a fixed defocus value z can be computed by

In the rest of this section, a new variational lithography model is the method shown in [15]. When z is a random variable, a naive
proposed. In particular, an analytical formula for the aerial image way is to simulate at discrete z values, which is usually infeasible
at any defocus condition is derived. The impact of dose variation in practice.
on the printed contour can be handled easily once the defocus aerial
image is computed. 2.2 Variational Aerial Image Modeling

In this section, we derived our new analytical variational aerial
2.1 Optics Preliminary -Hopkins Equation image modeling. We adapt and extend the moment expansion method
The aerial image intensity can be described by the Hopkins Equa- in [21] (which only handles fully coherent illumination) to compute

defocus aerial image for arbitrary illumination schemes.

W(f g' f" glI (iirz S()ffn ((f + f'1)2 + (g + g)2 ( ((f + f11)2 + (g + g11)2)n=O B! k=O ()f
xo3(f, g)Xo(f ± f, g + g')JC*(f + f" ?g + g")dfdg (6)

Expand e" )asn!(f2+92) f i(f +9 ) plug it in (2) and use where
Binomial Expansion, we have (6).

That is, T(f', g'; f", g") can be expanded as iJn(f ,) f Tn(ff + f, g' + g; f', g')

x Y(f' + f, g' + g)T* (f', g')df'dg'. (9)
'Y(f t9 i f gtJ = :EZyn(ft', ; f ", g//) (7)

n=O Fourier transform both sides of (8), we reach the expansion form of
the aerial image intensity

Plug (7) into (1), we end up with the following form °°
I(x y) = EzI,(nx Y) (10)

n=O
oo

§J(f, g) 5 z4/Jn (f, g), (8) For binary mask or PSM with phase 0° and 180° (the mask trans-
n=0 mission function F(x, y) is always real), we can prove that all the
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odd terms in (10) are equal to 0 [25]. Then we have Algorithm 2 Vertex based table lookup
00 Input: The tables generated in Algorithm 1, the decomposed mask

I(x,y) = Zz2I2(x'Xy) (11) in the form of polygons
n=O Output: Compute the variational aerial images Io and I2 at the

point 0O
We call the above equation the defocus aerial image expansion. 1: Retrieve the rectangles which intersect the 0's support region

In (x, y)'s are called the variational aerial images. It is easy to see et

Io is the in-focus (z = 0) aerial image. The above equation tells 2: Compute the vertices of the rectangle with non-zero convolu-
us that the defocus aerial image can be expressed as the in-focus tion value
image plus some correction terms. When z is small and zn (n > 4) 3: Compute the sign of the convolution of each vertex
is much smaller than z2, the higher order terms can be ignored. We 4: Look up the tables to get the convolution values
get the analytical formula, 5: Compute Io and I2 at point 0 by summing up these values

I(z, y) Io(x, y) + z2 12(x, i)-(12) To compute the convolution Qnk**F in (14) at point 0, we need

The z range where (12) holds can be decided by looking at Bos- only the mask shapes overlapping Qnk's support region 9i, which
sung plot examples in Figure 5. In that figure, CD is drawn as a in turn can be expressed as the summation of the convolution values
function of the focus error and the intensity threshold. The curves of each mask shape (Figure 1).
show that CD is a parabola function of defocus z for any fixed
threshold. (12) is valid in the region where this parabola prop-
erty holds. Typical lithography simulation shows that this property L
holds well in a few hundred nm (bigger than the typical defocus ILi
range in IC manufacturing). Thus (12) holds.

2.3 Kernel Decomposition and Vertex
Based Table-Lookup Figure 1: Mask truncation and decomposition.

In this section, we show how to compute Io and 12by using the For rectilinear polygons, we can compute the convolutions based
table lookup method. on the vertices. As shown in Figure 2, any rectilinear polygon con-
Decompose n(f', g'; f", g") and ignore the residue terms, we volution can be decomposed into the summation of the convolu-

have tions of the regions to the upper-right of each vertex. We store the
p convolutions of all the upper-right rectangles within the support re-

Wn(fvg'; f", g") = o0nkQnk(f', 9')Qnk(f g9"), (13) gion in a look-up table for each kernel.
k=1

where Unk's are real numbers. After some simple manipulations, F E
we have ) C

In(X,Y) =Zc 0nkIQnk **F 12 (14) At B A B
k=1

where ** is the convolution operator and Qnk (X, y) (called the ker-
nel) is the decomposition of 7Tn in the spatial domain. Then each +
variational aerial image can be computed by convoluting the mask C D
transmission function with a few kernel functions. The table gener-
ation method is similar to [15]. Algorithm 1 shows how to generate EFe-
the lookup tables.

+ _

Algorithm 1 Kernel decomposition and table generation
Input: Lithography Optics System Functions - the illumination

function - (f, g) and the projection system transfer function0Kfg Figure 2: Vertex based rectilinear polygon convolution.X(f,g)
Output: Generate the VLIM lookup tables
1: ComputeG (n = 0 2) based on (6) and (7) For the example in Figure 3, the contributions of B, C, E and F1: Compute Tn (n. =

, 2 .
based on (6) and (7) are zero. Only A's and D's convolutions are needed. If the method2: Decompose 'T intoQn k terms in (13) in [15] is used, four table lookups will be needed. It is clear vertex3: Fourier transform Qnk into Qnk (14) based convolution method is much better.

4: Compute all the upper-right rectangle convolutions fromQnk Both Io and I2 can be computed by using this method. So theand write them into table format runtime of computing variational aerial images (Io and I2) will
be in the same order as the conventional aerial image simulation

We propose a vertex based convolution method instead of the method in [15].
polygon based method used in [15], because it requires less num-
ber of table lookup times as shown in the example below. Algo- 2.4 Threshold Bias Photoresist Model
rithm 2 shows how to compute the variational aerial images from Section 2.2 and 2.3 derive the variational aerial image modeling.
the lookup tables. The region where Qnk (X, y) iS non-zero is called The aerial image will drive the photoresist process to determine the
the support region whose size is about a few times of A(1±s) . printed image. We use the threshold bias photoresist model due
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F E modem lithography system), we have

KIII1CDL -E(Ith,z) -Ei= a(z)(Ith - Ithiso). (19)
A 9j B Taking the target edge Etarget as the sample point, we can obtain

the following variational EPE model under any intensity-threshold
(equivalent to dose) and focus variation (details omitted due to

Figure 3: Look-up tables store the convolutions of all the upper- space limitation)
right rectangles within the support region. Convolutions with E(Ith, z) = Ei,o + ao (1 + alz2)(Ith - Ithi ), (20)
zero-contribution will not be stored.
to its simple analytical formulation. It has also been demonstrated where
in [7] that it predicts CD fairly accurately. This model assumes the (ao Etarget -Eiso
printed contour can be computed by applying a constant bias to the 12 (Etarget ) -It2Eiso) (21)
contour where the intensity is equal to an intensity threshold Ith. al - Io (Etarget) Ithiso
Bias and Ith can be calibrated such that the simulation correctly
reproduces the CD responses to the focal error and the dose error 3.2 Variational-EPE Metrics
obtained from the manufacturing measurement or more accurate From the variational EPE model (20), we can compute the V-
photoresist simulations. EPE metrics of the interest to guide OPC. As an example, let us

assume z and Ith are independent and normally distributed:
Image Intensity Mask z2-fNItz,oz)and Ith N(,luIh,N2h), (22)

we can compute all the EPE moments easily. Assuming &,u = 0,
\It hfrom (20) and (22), we have the average EPE (the first moment)

-, th under the dose and focus variations

-§ Bias '\V-EPE = (E) = Eiso + ao(l + alo)Q(PIIth-Ithis. )
printed = E(0, Ithih.) + aoaloazI2 h Ithi..)
contour = Enom + HE (23)

Figure 4: Threshold bias model. where Enom is the nominal EPE. It is clear that considering fo-
cus variation the average EPE (E) will be always different from

3. VARIATIONAL EPE (V-EPE) METRICS the nominal EPE Enom. Note that the definition of V-EPE is not
Edge Placement Error (EPE) at a given location is the distance limited to the average EPE. Other desirable quantities, such as the

between the print contour and the target contour. Given all EPEs variance, can also be included.
along the target contour, it uniquely determines the print contour. In
this section, we derive the analytical variational EPE metrics from 4. PROCESS VARIATION-AWAREOPC
VLIM. Our PV-OPC is based on the the variational EPE metric, ALGORITHM (PV-OPC)
while the conventional OPC is based on the nominal EPE. * ~~~Conventional OPC software trles to reduce the nominal EPE.

3.1 Variational EPE Model However, this would result in more post-OPC average EPE under
process variations. Instead, our process variation aware OPC algo-

To simplify the notation, we derive the EPE (denote as E) by rithm is based on V-EPE.
assuming Bias = 0 (for general case, we only need to add the con-

stant Bias to EPE). Since there is a one to one mapping between Algorithm 3 PV-OPC algorithm
the intensity threshold and the exposure dose [6], we use the inten- Input: Non-touching polygons decomposed from the original de-
sity threshold variable Ith to denote the dosage variation. Define sign
iso-focal threshold Ithiso as: Output: PV-OPCed mask

A9I 1: Segment the polygons into movable edges and tag the middle
i9z

- 0. (15) points as their control points
I=Ithi.. 2: repeat

Since I Io + z22, we have 3: updatedl+-false
4: for each control point do

12IIO=Ithio= 0 (16) 5: compute the maximum aerial gradient direction
6: store (E) along that direction

Sodthe iff ce ethe EPE at an arbitrary process condition 7: for each edge do
and the iso-focal EPE can be written as 8: if IConst * (E) >t manufacturing grid then

E(Ith, Z) - E(Ithiso, ) = E(Ith,Z)- E(Ithj., Z) (17) 9: move the edge by -gConst* (E) (rounding to a multipleE(Ith,z)-E(Ith~~~80,0)E(Ith,z) - ~of manufacturing grids)
Approximating E(Ith, z) - E(IthihO, z) as the following separable 10: updated <- true
function [6], we have 11: until updated = false

E(Ih,z)-~~ a(zb(~h- th~0, (18 We use the standard OPC segmentation and tagging strategy [4].
where b(-) satisfies b(0) = 0 and Eiso is a short hand notation Each segment is moved based on the V-EPE metric (F) at its con-
for E(IthiS0, z). For small hth variations (usually within 10% for trol point. It is an iterative algorithm, where Const controls the
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Target and OPCed Mask
z=Onm, I.t1f0.143' 0.157 -----

edge movement step. The details of the PV-OPC algorithm are z=80nm, Ith=0.143, 0.157 ----

shown in Algorithm 3. The main difference compared to the con- 1000
ventional OPC algorithm is the objective function (E) which in- 800 -
corporates the process-variation information. We could also use
other variation-EPE metrics. Due to the analytical nature of our 600 -1 400
model and efficient table lookup, the complexity is the same as the 400
conventional OPC, with just a slightly bigger constant (as we shall 200
show in the experimental results) 350

0 I

-200 l
5 EXPERIMENTAL RESULTS -400 t 300

5.1 The Accuracy of VLIM 6002
We have implemented our variational lithography simulator in C). ° ° t ° CD

C++. Figure 5 shows the Focus Exposure Matrices (FEM) [14] x(nm) x(nm)
generated by our simulator and PROLITHT [11] at three randomly
selected locations on a small binary mask with 100nm dense and iso (a) Whole view (b) A zoom-in region
lines. The lines and points indicate the different intensity thresholds
in our model and PROLITHT respectively. The x-axis denotes the
focus error. The y-axis denote the CD. The optical parameters that Figure 6: Conventional OPC (using nominal process condition
we used were the partial coherence factor s = 0.7, the numerical as the target): the average CD error is about 5.4%
aperture NA = 0.8, the wavelength A = 193nm. It is easy to see Target and OPCed Mask
our model CD variation prediction is consistent with PROLITH.'. z = Onm, Ith = 0. 143, 0.157-

z= 80nm, Ith =0.143 0.157 -----
5.2 OPC results comparison 1000 450 ii
We compute the CD mean and EPE variance at every lnm in the 800

NMOS and PMOS active regions. Then we take average of them. 600 400
Table 1 shows the comparison of post-OPC average CD mean and 400
EPE variance between conventional OPC using nominal process a 200 li
condition and our PV-OPC. The average CD mean from PV-OPC 0 350
is much closer to 65nm than that from conventional OPC. The aver- r
age EPE variance from PV-OPC are smaller as well. Thus PV-OPC -200
is more robust with respect to process variations. -400 300

-600
Table 1: Post-OPC CD mean and EPE variance comparison. o o o o o o 2NQ

average CD mean (nm) average EPE variance (nm) 9 N I'vl c 00
Conventional PV-OPC Conventional PV-OPC x(nm) x(nm)

PMOS 61.44 65.22 3.39 3.29
NMOS 61.09 64.35 3.50 3.41 (a) Whole view (b) A zoom-in region

Figure 6 and 7 show the conventional OPC and PV-OPC results Figure 7: PV-OPC: the average CD error is 0.3%
on an inverter poly layout according to 65nm design rules. The bigger than the design intent. Our variation-aware OPC algorithm
PMOS (upper part) channel width is 400nm the NMOS (lower part) effectively reduces the gap.
width is 200nm. In these figures, we show the print contour at 4 Table 2 shows the runtime and the total number of iterations of
typical process conditions. the conventional OPC algorithm and our variation-aware OPC al-

Figure 6(b) shows that, the average of the two dashed lines at gorithm. Our PV-OPC runtime is only about 2-3 x slower, which is
each sides are at the targets, but the average of the dash-dot lines very impressive considering that it explicitly incorporates the entire
tend to bias toward the center due to defocus. Figure 7(b) shows process window information.
that the average of the four curves at each side are on the targets.

Figure 8 shows the robustness of PV-OPC with respect to the Table 2: OPC Runtime Comparison
electrical characterizations from the post-OPC silicon image as well. rc..u | Conventional OPC PV-OPC
Figure 8(a) shows the NMOS I-V curves at Vgs = 0.4V, 0.8V and iRuntime Iter# Runtime I Iter#
1.2V, respectively. Figure 8(b) shows the NMOS leakage current L min65 8.08s 48 20.02s 53
as a function of Vgs at Vd; = 1.2V. The solid curves represent rec65 9.53s 50 24.16s 48
the design intent of the drawn layout. The dash ones represent the
post-OPC expectation of the conventional OPCed mask consider-
ing lithography variation. The dash-dot curves represent the expec-
tation of the variation-aware OPCed mask. It is clear to see from 6 O C UIN
Figure 8(a), conventional OPC can not make the I-V curve expec- 6 O C UIN
tations the same as the design intent. However, our variation-aware In this paper, a new variational lithography modeling is derived
OPC does a good job. Figure 8(a) shows that the sub-threshold and its accuracy is confirmed by the industry standard simulation
leakage expectations of the conventional OPC results can be 3 x software PROLITH.. Base on this variational lithography model,
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Figure 5: Bossung plots from VLIM (lines) and PROLITHTM(points) at three random locations.
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