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The MCG Autorouter for Multichip Modules
Jo Dale Carothers and Donghui Li

Abstract— A multilayer, multichip module (MCM) router,
called MCG, is introduced for x-y routing. An efficient method
has been derived to allow candidate routes for the nets to
be considered simultaneously for compatibility, rather than
incrementally extending routes or routing one net at a time,
as in many other techniques, and thus allowing incorporation
of accurate models for determining the potential for crosstalk
and delay problems during the routing process. In comparisons
with other routers on industrial benchmarks, the MCG router
has shown substantial improvement in routing density, number
of layers, number of vias, and total interconnect length over
routers such as V4R and SLICE. Our test results show up to
18% improvement in via count and up to 33% improvement in
the required number of routing layers for these examples over
V4R. One of the benchmarks presented contains 37 VHSIC gate
arrays, over 7000 nets, and over 14 000 pins (pads).

Index Terms—CAD tools, general area routing, multichip mod-
ules, physical design.

I. INTRODUCTION

L IMITATIONS of packaging and interconnection tech-
nology have led to the inability to take full advantage

of the advances in semiconductor fabrication technology.
Multichip modules (MCM’s) allow IC’s (dies) to be placed
on a common routing substrate and then to be incorporated
into a single package, thus offering a packaging technology
that allows for high-performance design. This results in in-
creased system speed by lowering transmission delay between
chips, decreased system size, and the possibility of decreased
system power requirements. However, multichip modules also
introduce additional design constraints in terms of electrical
and thermal characteristics which must be considered in the
design process. In this paper, we address the problem of
MCM and high-density printed circuit board (PCB) routing.
The MCM routing problem is also much more complex than
its IC or PCB equivalents since the full routing area (minus
obstacles such as thermal and signal vias) is available for
signal distribution. It becomes a full three-dimensional (3-D)
problem as well, since the number of layers can be quite large.
In addition, interconnects must be treated as lossy transmission
lines, which means that measures must be taken to minimize
the effects such as crosstalk.

Several algorithms have been proposed for MCM routing
[2]–[5], [11]–[13], [16]. Three-dimensional maze routing is
a common technique [9]. However, it suffers from large
memory requirements since the entire three dimensional grid
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must be stored, and it is very sensitive to the ordering
of the nets. In addition, it tends to result in the use of
a large number of vias and does not lend itself to global
optimization of routes, since nets are routed independently.
Khoo and Cong have proposed two general area routers,
SLICE [11] and V4R [12], [13], based on growing routes
in a column-by-column approach. SLICE is a planar routing
algorithm that operates on a layer-by-layer basis. As the
routes are constructed column by column, bends (vias) will
be added when obstacles such as pins or other vias are
encountered. SLICE produces improved routes over the 3-D
maze router. However, in order to complete the routing, a
maze router is used to route nets that were not completed
during the planar routing phase, thus slowing the algorithm
and introducing additional vias. They showed that V4R can
produce satisfactory routing solutions that require no more
than four vias per route, reduced total wire length, and reduced
computation time, relative to SLICE. Sarrafzadehet al., have
introduced [5], as well as an earlier algorithm [2], [4],
[16] for pin redistribution and routing. The algorithm
is based on a net-by-net approach that combines single-layer
routing for the most critical nets followed by- routing for
less critical nets. Only results on MCM’s with less than 1200
nets were reported, so it cannot be stated how well it performs
on denser circuits. In addition, it still routes one net at a time,
thus limiting global optimization. They have incorporated a
simple crosstalk model that attempts to prevent two wires
from being routed too close to each other for more than a
predetermined wire length. In related work, techniques such as
hierarchical routing and rubber band routing have been used
successfully for some MCM technologies, such as silicon-on-
silicon [6], [7], [15], [19]. The MCG multilayer MCM router
developed in the work presented here performs- routing.
An efficient method has been derived to allow candidate
routes to be considered simultaneously for compatibility, rather
than incrementally extending routes or routing one net at a
time, as in many other techniques. Therefore, it is possible to
incorporate accurate models for determining the potential for
crosstalk and delay problems during the routing process [8].

The MCG router has been tested on several examples. These
include the industrial benchmarks from MCC. In comparisons
with other routers, the MCG router has shown substantial
improvement in number of vias, in routing density, number
of layers (where possible), and total interconnect length over
routers such as V4R and SLICE on industrial benchmarks. One
of the benchmarks presented contains 37 VHSIC gate arrays,
over 7000 nets, and over 14 000 pins (pads). In addition to
the improved geometrical results, it provides the flexibility for
integrating electrical characteristics into the routing process,
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rather than solely relying on postdesign electrical analysis
followed by rip up and reroute.

II. PROBLEM FORMULATION

An instance of the problem is defined by a set of chips, a
set of nets , a set of I/O terminals , and a multilayer routing
substrate consisting of multiple signal distribution layers. It is
assumed that the I/O terminals are brought to the first signal
distribution layers using distribution vias. It is also assumed,
as in other work, that a Manhattan grid is superimposed on
each routing layer. The separation of grid points is determined
by the pitch. Vias are used to connect signal wires on different
wiring layers. Stacked vias (two or more vias stacked vertically
on top of each other) are used used to connect wires in
nonadjacent layers. Interconnection vias are used to connect
wires in adjacent layers.

The goal of this work was to develop an efficient routing
algorithm that takes a more global approach, based on the con-
sideration of the compatibility of a set of candidate routes. This
algorithm allows the routing of multiple nets simultaneously,
while limiting the memory and computational requirements.
This will allow a more global solution, as well as allow the
incorporation of more accurate crosstalk models. In addition,
the algorithm guarantees that no route will require more than
five vias (actually almost all routes are limited to no more than
four vias and it is a simple extension to limit routes to four vias
if desired) which is important for higher level delay estimation
as discussed in [13]. Also, most routes will be completed with
wire length equal to the Manhattan distance between terminals,
thereby reducing total wire length.

The overall quality of routing solutions can be measured in
terms of total wire length, number of vias, number of layers,
and routing density. Delay constraints are affected by total
wire length. In addition, the shorter the wire length, the less
space that routes use, thereby allowing more routes per layer.
Since vias represent discontinuities, the goal is to minimize the
total number of vias. Costs are greatly affected by the number
of layers required to route the design. Therefore, minimizing
the total number of layers is a priority. In addition, the more
effectively that the routing algorithm can use the area in each
layer, the higher the routing density. This will also translate
to reduction in the number of layers.

III. T HE ALGORITHM

For - routing, two adjacent layers are routed at a time,
with all horizontal wires on one layer and all vertical lines on
the other layer. Stacked vias and interconnection vias connect
adjacent wires on different layers. Once no further routing
can be completed on a given pair of layers, then the next
pair is routed. This process continues until all nets have been
routed and guarantees that all nets will be routed. Priority is
placed on creating routes with two or fewer vias to reduce
the total number of vias. For each pair of layers, the algorithm
consists of three main phases. The primary difference between
the phases is the method used for constructing the candidate
routes for each net.

We first discuss the technique used for handling multiter-
minal nets and then describe the three phases of the routing
algorithm.

A. Multiterminal Nets

Although most nets are two terminal nets, it is also necessary
to handle multiterminal nets. The technique used is based upon
a traditional minimal spanning-tree approach combined with
techniques for Steiner point insertion. For each multiterminal
net, the minimal spanning tree is determined. For aterminal
net, the minimal spanning tree will contain edges. The
terminal net is then decomposed into the corresponding
two terminal nets. In the routing algorithm, these routes are
then treated as two terminal nets. This effectively allows the
insertion of Steiner points for some nets during the routing
process and in a postprocessing step, and thus can reduce
the total wire length of multiterminal nets below that of the
minimal spanning tree. The decomposition of the multiterminal
nets occurs during initialization. Therefore, for the purpose
of discussing the details of the routing algorithm, it will be
assumed that all nets have two terminals.

B. MCG Routing Algorithm

The goal is to achieve the highest possible routing density
on any given pair of layers, while minimizing total wire
length and the number of interconnection vias. For any given
net there will exist many possible ways of routing that net.
However, some of these possible routes may interfere with
each other in terms of geometrical and/or electrical (i.e.,
crosstalk) constraints. Ideally, the goal would be to find the
largest subset of these routes from the set of all possible routes
that are compatible with each other. The MCG algorithm is
motivated by this ideal and attempts to approximate this goal
by considering a small number of possible routes for each net,
and then constructing what we term a compatibility graph.
Then this compatibility graph is reduced in polynomial time
to yield a subset of routes which are fully compatible. This
approach balances the need for a global approach which will
improve routing solutions with the requirement for efficient
computation speed and memory requirements. It is shown that
by using a small number of candidates for each net, excellent
routing results can be obtained in reasonable time.

It is first necessary to define a few terms. The bounding box
for a net is defined to be the smallest rectilinear box containing
all terminals in the net. Whenever we state that a route is
constructed within the bounding box, we are limiting those
routes to be equal to the Manhattan distance between source
and target terminals. A candidate route is a specific route under
consideration for a given net. We also define a route compat-
ibility graph (RCG). An RCG is a graph where

is a set of vertices representing candidate routes andis a
set of edges such that edge exists if and only if routes
and cannot be routed on the same- , pair of layers due to
either geometrical or other defined constraints (i.e., crosstalk).
Note that no edge will exist between candidate routes for the
same net, since at most one would be implemented. Thus,
is an -partite graph. Two vertices in the graph are considered
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Fig. 1. Overview of MCG routing algorithm.

compatible if no edge is adjacent to both vertices. As a result,
the corresponding routes can be compatibly routed on the same

- layer pairs. Results of experimental testing show that it
is only necessary to consider a small number of candidates
for each net to obtain an excellent routing solution. As the
size of the problem increases, it was found that selecting a
smaller number of candidates and running each phase more
iterations was much faster and still resulted in high quality
solutions. (5–20 candidates routes were used for MCC1 and
2–8 candidate routes were used for MCC2, as shown in the
next section. Extensive testing indicated that a large number
of candidate routes increased the computation time and did not
significantly improve the results.) Therefore, the computation
and memory requirements are very reasonable. An overview
of the algorithm is shown in Fig. 1. This is followed by a
detailed description of the algorithm.

1) Phase 1: Let be the predetermined number of candi-
date routes to be constructed for each net. Candidate routes
are constructed as follows. If not prevented by obstacles (vias,
nets routed in prior iterations of Phase 1, etc.), then one via
routes are constructed along the bounding box perimeter. At
most two such routes exist. Routes with zero vias can only
occur if the source and target terminals are in the same row
or same column.

If candidate routes have not been constructed, then the
two via routes are constructed. An example of a two-via route
is shown in Fig. 2. In order to describe the algorithm for
constructing these routes, several terms must be defined. The
upper, left-hand point in the routing grid is labeled .
Given a two-terminal net, the terminal with the smallest col-
umn coordinate is called the source terminal and is referenced
by row and column coordinates . The second terminal
is referred to as the target and is referenced by .
is the number of consecutive column grid points currently open
in row , starting at in the direction of . is
the number of consecutive column grid points currently open
in column , starting at in the direction of .
and are defined similarly. The two via routes are
constructed as shown in Figs. 3 and 4.

Fig. 2. Example route with two vias.

From these, up to routes are then selected for each net and
are called the candidate routes. The route compatibility graph
is then constructed. The next step is to select the largest subset
of compatible vertices. This is an NP-complete problem so a
heuristic technique is used to select the desired subset. First,
the vertex with maximum degree is removed from the graph.
This process is repeated until no edges remain. All remaining
vertices (routes) are compatible.

To select the actual routes, for each net select one of the
remaining candidate routes in the RCG. Note that for some nets
no candidate will remain, and for others multiple candidates
will remain. If there is no compatible candidate for a given
route, then that net must be routed in another iteration. If
multiple candidates remain, select only one. Selection can be
arbitrary, or can be decided by priority, number of vias, etc.
Note that all selected routes will become obstacles in future
iterations and routing phases for this layer pair.

2) Phase 2: If not prevented by obstacles (vias, nets routed
in Phase 1 or in prior iterations of Phase 2, etc.), then
three via routes can be constructed within the bounding
box. An example three-via route is shown in Fig. 5. If at
least candidate routes are found, then no more routes are
constructed. Otherwise, four or five via routes are constructed
within the bounding box. The firstroutes constructed for each
net become the candidate routes, and all routes constructed
during Phase 2 have minimum length, as in Phase 1. Three
via routes are constructed by selecting either a point between

and or between
and . Then the router attempts to construct
a two-via route between that point and , as shown in
Fig. 6. Four via routes are constructed by selecting a pair of
points, with the first point selected as in the three via case
and the second point between either and

or between and . Then the
router attempts to construct a two via route between these two
points, as shown in Fig. 7. If candidate routes have not yet
been found, additional routes are constructed that have either
four or five vias. These routes are constructed by selecting a
point inside the bounding box. Then two via routes
from to and from to are
constructed, as shown in Fig. 8. The algorithm is presented
in Fig. 9. The remaining steps in Phase 2 are the same as
those in Phase 1.

3) Phase 3: The goal of Phase 3 to is allow routes to
extend outside the bounding box, rather than to explore routes
requiring more vias within the bounding box. The motivation
for constructing routes outside the bounding box is that since
the previous two phases explored and routed only within
this area, it is likely to be fairly dense already. Therefore,
further routes constructed within the bounding box will likely
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Fig. 3. Construction of two via routes.

Fig. 4. Possible candidate routes with two vias.

Fig. 5. Example route with four vias.

Fig. 6. Example candidate routes with three vias.

Fig. 7. Example candidate routes with four vias.

Fig. 8. Example candidate routes with five vias.

require more bends (vias) and longer wire length. By looking
for candidates in a slightly enlarged area, the possibility for
constructing routes with minimal vias and acceptable wire

Fig. 9. Construction of three, four, and five via routes.

Fig. 10. Construction of routes outside bounding box.

length is more likely. We limit the routes outside the bounding
box to four vias, and an optional limitation on the size of the
enlarged routing box is allowed. These are the only routes
created by this algorithm that are not guaranteed to have
minimum length. For the number of adjacent open
grid points in all four directions are determined. One of these
points, , is randomly selected. Similarly, a point for the
target terminal is also selected. Then, the routing algorithm
constructs a route between and with at most two vias.
This process is repeated until at mostcandidate routes are
determined for each net, as shown in Fig. 10. These routes will
contain at most four vias. Phase 3 then proceeds as in Phase 1.

If only a small number of nets are placed on the final
pair of layers, then a postprocessing step may be applied to
attempt to route these nets on previous layers. For example,
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TABLE I
TEST EXAMPLES

Fig. 11. Routes outside bounding box.

line probing approaches may be used efficiently if the total
number of nets is small. By eliminating the final pair of layers,
the manufacturing cost can be significantly reduced and is well
worth a few additional minutes of processing time.

It is possible to incorporate accurate models for determin-
ing the potential for crosstalk and delay problems during
the routing process. A crosstalk-avoidance procedure can be
incorporated, which uses closed-form estimates of coupled
noise along with lookup tables of electrical parameters in order
to estimate crosstalk noise quickly during routing [8]. The
crosstalk avoidance procedure used in conjunction with MCG
represents an improvement over that of IBM’s approach [1],
since the lookup tables obviate prerouting simulation of the
package and because noise waveform timing is considered.
For details on implementation and results of incorporating
crosstalk avoidance in MCG see [8].

Through use of modified advanced candidate generation
techniques and changes in the data structures to allow variable
wire widths and multiterminal candidate generation, advanced
delay models can be used in conjunction with the MCG router.

The space needed for running the algorithm includes the
storage for the nets, the candidate routes, the compatibility
graph, and the obstacles. The space for storage of the nets is
linear with the total number of nets, and the storage for the
candidate routes linear with total number of candidate routes.
For the storage of vertices in the compatibility graph, the
number of vertices equals the total number of candidate routes,
which, again, is linear to the total number of nets. In the worst
case, the memory requirement for the edges is where the
total number of nets. The memory requirement for the storage
of obstacles depends on the forms in which the obstacles are
stored. If the obstacles are stored in the form of linked list, then
the space for the storage of obstacles is proportional to the total

number of obstacles. (Note that line segments of routes can be
stored as a single obstacle.) However, computational efficiency
is increased by maintaining information about currently open
routing spaces.

The time needed for the process of routing includes the time
for the construction of candidate routes, the time for building
the compatibility graph, and the time for the reduction of
the graph. The time complexity for building the compatibility
graph is in the worst case. The worst case time for
graph reduction is also . The time for the construction
of the candidate route depends on the type of route and the
algorithm for its construction. The worst case complexities for
the types of candidates discussed in this paper are discussed
below. For type-0 and type-1 routes the time requirement is
constant. For type-2 routes, it is linear to where is
the length and is the width of the bounding box for the
net. For the type-3 route, it is proportional to . For the
type-4 route, it is proportional to . For the
type-5 route, it is proportional to . For type-X, it is
similar to the type-4 route only with a larger bounding box.
For the type-Z route, it is linear to the number of line segments
generated in the line-probe algorithm. Except for the type-Z
route, the type-5 route is the most time consuming to construct
and it uses the largest number of vias for the interconnection
of the net. Therefore, the use of type-5 route is limited. These
merely represent examples of possible candidate generation
techniques. Many other possibilities are available.

IV. RESULTS

The MCG router was tested on several examples including
industrial examples from MCC. The MCC benchmarks repre-
sented the largest examples in terms of number of pins and
nets. These results are reported here. The characteristics of
these circuits are described in Table I. Results have previously
been reported for V4R, SLICE, and the 3-D Maze router
for these circuits. The results of comparing MCG with these
routers are shown in Tables II and III. As shown, the MCG
router used fewer layers on MCC2-75, which significantly
reduces the manufacturing cost and complexity and used less
total wire length than the other routers for the other examples.
Table IV shows that MCG achieved high routing densities
(over 90% for MCC2-45) on the first pair of routing layers
and finished the remaining routing on the next pair. In addition,
MCG significantly improved the via count over all the other
routers (up to 18% over V4R, 28% over SLICE, and 35%
over 3-D Maze).

A lower bound can be determined for the total wire length.
This lower bound can be computed as in [13]. The equation
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TABLE II
COMPARISON WITH OTHER ROUTERS. — INDICATES A ROUTER WAS UNABLE TO BENCHMARK. *NOTE THAT SINCE

MCG USED FEWER LAYERS THAN V4R FOR THIS BENCHMARK IT REQUIRED SLIGHTLY MORE WIRE LENGTH

TABLE III
TOTAL NUMBER OF VIAS

TABLE IV
PERCENT COMPLETED ROUTES AFTER x LAYERS.

TABLE V
LOWER BOUND ON WIRE LENGTH. *NOTE THAT IF THREELAYER PAIRS WERE

USED THE WIRE LENGTH WOULD DECREASEBUT COST WOULD INCREASE

for computing this lower bound for the wire length of
net is

(1)

where is 1 2 the perimeter of the smallest bounding box
containing all terminals of net and is the length of
the minimal spanning tree for net. The 2 3 factor is derived
from the fact that in Manhattan routing the wire length of the
minimum spanning tree is at most 1 12 times the wire length
of the minimum Steiner tree [10]. The lower bound on total
wire length is given by

(2)

The comparison of MCG results with this lower bound is
shown in Table V.

The MCG routing algorithm was implemented in C++ on a
Sun Microsystems SPARCstation 10. The total execution times
for the three phases were 0:09, 3:37, and 1:48 (h:min) for
MCC1, MCC2-75, and MCC2-45, respectively. On a SPARC-
station 2 using C implementations, it was reported that V4R

required 1:06 and SLICE required 8:15 for MCC2-75 and V4R
required 1:37 for MCC2-45. Although MCG required more
computation time than V4R, the improved quality (fewer vias,
higher density, fewer layers (where possible), and reduced wire
length, etc.) and the flexibility for the future incorporation of
other incompatibility constraints (i.e. crosstalk) as edges in the
RCG’s make it worth the increase. These extensions are the
subject of ongoing work.

V. CONCLUSION

The MCG router was presented for multilayer MCM rout-
ing. The router was tested on several examples including in-
dustrial benchmarks. MCG was shown to produce significantly
improved results in terms of number of vias, routing density,
total wire length, and number of layers (where possible) on
the MCC circuits when compared to routers such as V4R and
SLICE while maintaining reasonable computation times. In
addition, electrical (i.e., crosstalk) constraints for wire pairs
can be easily incorporated during the construction of the
RCG’s. In ongoing research, additional crosstalk and delay
models are being incorporated into the routing algorithm.

In ongoing research enhancements are being added which
will significantly increase the speed of MCG while maintain-
ing the routing density. Further extensions will incorporate
routability information and consider delay requirements. MCG
will also be shown to extend to IC routing.
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