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#### Abstract

We propose a new global net distribution approach for high-performance $m \times m$ two-dimensional arrays of very large scale integration and multichip-modules. The objective is to route $n$ nets with minimum density of global cells, using a "small" number of bends. There are a number of applications where it is necessary to limit the number of bends on each wire. For example, it is desirable to limit the number of bends on each microstrip (transmission) line, for mismatches of line impedance can cause reflections from the junction points such as bends and vias. Furthermore, for high-performance routing, intersections of wires cause the use of more vias, which in turn require the use of more routing resources (because of the larger via pitch). This is the first paper that addresses a graph-theoretic framework to solve the bend-constrained global routing problem in twodimensional arrays. In this paper, at each level of an underlying quad-tree, we present a novel four-bend routing algorithm by decomposing the original problem at level $i$ into two subproblems that can be solved exactly based on a two-stage approach of smaller-sized linear program followed by min-cost flow networks. The overall (i.e., entire level of the four-way partition hierarchy) constraint and variable size for the first stage is $O\left(\boldsymbol{m} d_{\mathbf{o}}\right)$, while the overall run time for the second stage is $O\left(n^{3} \log n^{2}\right)$. The time complexity of such a hierarchical approach is one order of magnitude less than one of constructing a global routing using the min-cost-flow-based flat design approach. Last, we present an extension that permits a limited degree of control over the number of bends. The proposed algorithm can also be used for estimating the wireability in the early design planning stage for high-level synthesis. Experimental results showed the effectiveness of the proposed algorithm.


Index Terms-Bend minimization, deep submicrometer, global routing, linear programming, minimum cost flow, very-large-scale-integration (VLSI) layout.

## I. INTRODUCTION

UNLIKE conventional approaches, the primary goal of routing in high-performance packages (such as multichip modules (MCM's) and wafer-scaled integrated circuits [2]) is to meet the high performance requirements rather than minimizing the layout area minimization only. There are several new and interesting design automation problems associated with this new packaging environment [9]-[10], [13], [29].

[^0]With signals in the gigahertz range, the electrical characteristics of the packages require the signal lines to be treated as transmission lines. On most conventional interconnecting substrates, transmission-line delay is linearly proportional to the distance traveled; but with multilayer thin films, delay becomes proportional to the distance squared. The reason is the high series resistance of thin conductive lines and the high capacitance of these lines to ground due to thin dielectrics. In practice, transmission lines are not perfectly uniform. That is, in the package level, significant reflections can be generated from capacitive and inductive discontinuities along the transmission lines. In terms of distortion, branches (stubs) are an order of magnitude more important than bends. In terms of delay, however, due to the additive inductance and capacitance in vias (i.e., bends), removing an excessive number of bends is more important than removing branches. Moreover, in a multilayer ceramic substrate of MCM, wires at different levels do not have exactly the same impedance. Such mismatches of line impedance can cause reflections from the junction points such as vias and bends. Furthermore, for high-performance routing, intersections of wires cause the use of more vias, which in turn require the use of more routing resources (because of the larger via pitch). If we minimize the number of segments per net (i.e., number of bends), the number of vias will be reduced proportionally. Therefore, propagation delays associated with discontinuities (e.g., see [11], [15], and [16]) could be minimized through careful design.

Since high-performance circuits are usually designed aggressively (i.e., most nets are considered as critical nets), we need to force them to have a small number of bends. Thus, the scheme also has an important application in estimating necessary wiring space and difficulty of routing in the early high-level synthesis step.

For the routing problem in two-dimensional arrays, there have been various approaches based on hierarchical wiring [4], [23], sequential methods [6], [21], [22], [26], simulated annealing [20], [33], linear programming [25], [27], multicommodity flow [5], [31], and flat approaches [17], [30]. Reference [19] presented a four-via MCM router that routes nets, using no more than four bends per net, assigned to one $x-y$ plane pair at a time to minimize the number of layers.

Global routing is known to be NP-complete even in the case of one-bend routing of two-terminal nets [17]. From the result of global net distribution with uniform density, detailed routing assigns nets to layers so as to minimize the number of layers, preserving planarity in each layer. The global analysis of the routing region leads to "uniform" density distribution


Fig. 1. An instance of one-bend global routing.
and results in a minimum number of layers in the detailed layer assignment stage. ${ }^{1}$

In this paper, we focus on finding a "good" bend-constrained global routing, taking performance issues into consideration (such as wire length and net criticality, as well as area and the number of bends). The proposed algorithm employs a novel four-way top-down recursion, allowing at most four bends per net. Each level of the recursion, a small-sized linear programming (LP) followed by min-cost flow networks ${ }^{2}$ is constructed to find an exact solution in that level. Experimental results show that the routing quality of our algorithm is comparable to that of the previous algorithms that generate a large number of bends.

This paper is organized as follows. In Section II, we define and formulate the main problem. In Section III, we introduce a global routing strategy based on top-down recursion using four-way partitioning. An effective algorithm is presented by employing the two-stage min-cost filmed networks. Furthermore, to provide more flexibility on the number of bends, a depth-constrained terminal propagation technique is proposed in Section IV. In Section V, experimental results will complement the proposed theories. The conclusion of this paper is given in Section VI.

## II. Problem Formulation

We adopt the multilayer global routing environment involving $n$ two-terminal nets in two-dimensional arrays (refer to Fig. 1). We assume that a path goes from cell to cell rather than from grid point to grid point. Each plane consists of a two-dimensional $m \times m$ grid, being a square tessellation of the plane, with $1 \times 1$ being the basic cell-grid size, and each cell contains at most one pin. Nets are allowed to cross the borders of the basic cell. The problem of bend-constrained global routing in two-dimensional arrays with which we are concerned in this paper is: given a netlist and the maximum number of allowable bends, find a global routing with a minimum global density while minimizing the wire length on critical nets.

The global density is defined as follows.

[^1]Definition 1 (global density $d_{R}$ ) (refer to Fig. 1): Let $\operatorname{cell}(i, j)$ denote a cell at the $i$ th row and the $j$ th column of the routing region. In general, more than one net may cross the border of a cell. Let $d_{h}(i, j)$ denote the number of nets crossing the border of cells $(i, j)$ and $(i, j+1)$, $1 \leq i \leq m$ and $1 \leq j \leq m-1$. Similarly, let $d_{v}(i, j)$ denote the number of nets crossing the border of cells $(i, j)$ and $(i+1, j), 1 \leq i \leq m-1$ and $1 \leq j \leq m$. $d_{h \max }=\max _{i, j} d_{h}(i, j)$ is the horizontal density of the problem and $d_{v \max }=\max _{i, j} d_{v}(i, j)$ is the vertical density of the problem; $d_{R}=\max \left(d_{v \text { max }}, d_{h \text { max }}\right)$ is the global density of the problem. That is, the global density is the maximum number of wires crossing a border between two cells in a routing solution $R$. A vertical channel, denoted by $V(j)$, consists of cells $(i, j), i=1, \cdots, m$, and a horizontal channel $H(i)$ consists of cells $(i, j), j=1, \cdots, m$.

The minimum $d_{R}$ is referred to as an optimal density, denoted by $d_{\mathrm{opt}}$. Fig. 1 illustrates an instance of one-bend routing with $d_{\mathrm{opt}}=d_{R}=2$.

The top-down recursive algorithm has a great attraction such that each level of hierarchy has a manageable-size problem that can be solved exactly. In this section, we employ such a technique to solve the four-bend routing problem in twodimensional arrays.

Two top-down partitioning paradigms have been introduced. One is to partition a routing region into four square subregions successively (i.e., structured as a quad-tree) [4]. The other is to bipartition subregions on the basis of binary cut trees, dividing the routing region vertically or horizontally in a single partition step [24]. The quad-tree approach is more precise than the approach of binary cut trees. The former yields a truly two-dimensional routing paradigm, while the latter results in a one-dimensional partitioning procedure to solve the two-dimensional routing problem. There are two ways of forming the partitioning size: area-based partitioning (slice or rectangular) and point-based partitioning. For the application of high-performance packages, the former with square bucketing is sufficient since their routing substrates are very dense and pins are distributed evenly over the plane.

Therefore, we process the top-down recursion by first partitioning the top level representing the whole routing region into four square subregions. That is, a quadrisection having four quadrants is considered at each node of the quad-tree. For an $m \times m$ grid (without loss of generality, we assume that $m$ is a power of two), there are $\log _{2} m$ (i.e., $0,1, \cdots, \log _{2} m-1$ ) levels of two-dimensional arrays. That is, level zero is the topmost level consisting of a 2 by 2 array, while level $\log _{2} m-1$ is the bottommost level consisting of an $m \times m$ array.

The following preliminary definition provides a property of level $i$ of the top-down hierarchy.

Definition $2[Q M(i)]$ (refer to Fig. 2): The quadrisection map $Q M(i)$ consists of four quadrants $Q_{k}^{i}, k \in(1,2,3,4)$ (labeled counterclockwise from the upper right corner). $U_{k}^{i}$ denotes the number of nets with one terminal inside and one terminal outside $Q_{k}^{i}$. A common boundary of two adjacent quadrants is said to be a cut line. Hence, there are two vertical


Fig. 2. $\quad \mathrm{QM}(\mathrm{i})$.
and two horizontal cut lines in $Q M(i)$, denoted by $C_{k}^{i}$. The length of each cut line is denoted by $L_{i}=2^{\log m-i-1}$.

Definition 3 (lower bound density $d_{0}$ ): When we recursively partition the square region into 2 by 2 square subregions, there are square subregions of sides $L_{i}=2^{\log m-i-1}$, where $0 \leq i \leq \log m-1$ in an $m \times m$ two-dimensional array. Consider all square subregions $Q_{k}^{i}$ with side $L_{i}$, where $0 \leq i \leq$ $\log m-1$ and $1 \leq k \leq 4$. Let us denote $\max _{i} \max _{k}\left|U_{k}^{i}\right|$ as $\left|U_{i}\right|$. Consider the worst case where all unconnected nets must leave one side of the square containing $\left|U_{i}\right|$ nets. Then, we define the loosely estimated density as $\left.d_{0}=\max _{i}\left(\Gamma\left|U_{i}\right| / L_{i}\right\rceil\right)$, where $0 \leq i \leq \log m-1$.

In our top-down hierarchical routing, the problem is decomposed into smaller square subregions $Q M(i)$ that are solved exactly at level $i$. Let us consider routing the set of unconnected nets simultaneously at level $i$ in four quadrants with each side $2^{\log m-i-1}$. There are at most $U_{i}=$ $2^{\log m-i-1} d_{0}$ unconnected terminals [since $U_{i} /\left(2^{\log m-i-1}\right)<$ $d_{0}$ by Definition 3] leaving one side of the square $Q_{k}^{i}, 1 \leq$ $k \leq 4$. We refer to the subproblems at each level as the quadrisection map routing problem (QMRP).

## III. Top-Down Four-Bend Global Routing

In this section, we develop a near optimal algorithm called 4-BR based on a small-sized linear programming followed by a min-cost flow on a transformed network that is solved exactly at level $i$ of the top-down hierarchy. We also present an alternative approach that provides a limited degree of control over the number of bends in the later section. We describe a two-stage approach in each level of the hierarchy based on the linear programming followed by a min-cost flow on a transformed network. We shall call the algorithm four-bend quadrisection routing (4-BQR) that contains the following new features.

For uniform density distribution, we keep track of the density contribution on the cut lines at each level of hierarchy. Thus, the minimization process for level $i$ incorporates the existing density on the cut lines that has been accumulated by the previous levels ( $0 \sim i-1$ ). The process of linear programming yields an exact solution but may require excessive computing time since it is an implicit enumeration algorithm in that all feasible assignment candidates are implicitly, but exhaustively, examined. Therefore, to reduce computation time, we split the number of variables and constraints into two independent stages. Furthermore, since we want to restrict ourselves to
few admissible routes such as four-bend routes, the size of the linear programming at each level of hierarchy can be significantly reduced.

In this paper, for brevity, we mainly describe an algorithm for the instance with two-terminal nets such that a net $i \in N$ consists of two terminals. An extension to multiterminal nets will be described at the end of this section.

Definition 4 (upper bound capacities): Let $u_{k}$ denote the capacity that is upper bound on the number of nets that cross the cut line $C=\left\{C_{1}, C_{2}, C_{3}, C 4\right\}$. Let $F_{j k}\left(\left|F_{j k}\right|=f_{j k}\right)$ denote a set of nets such that one terminal is in $Q_{j}$ and the other terminal is in $Q_{k}$. Let $F_{k}\left(\left|F_{k}\right|=f_{k}\right)$ denote the set of nets crossing a cut line $C_{k}$. Let $u_{k j}\left(=\left\lceil f_{k} / L\right\rceil\right)$ denote the capacity assigned to channel $j$ crossing $C_{k}$, where $L$ is the length of cut line.

Let us state the objective of each stage of the proposed twostage algorithm. Stage 1, given the capacity constraints on cut lines, attempts to find a feasible solution minimizing global density of "four cut lines." Stage 2, given the capacity of cut lines, attempts to find a feasible solution minimizing global density of "channels on four cut lines."

The problem is defined as a surjection, $G: N \rightarrow C$, where $C$ denotes the set of cut lines for the first stage (the set of channels for the second stage) subject to a homogeneous density distribution under the capacity constraint.

For net $i$, the cost $w_{i, j, k}$ is the cost of segments of net $i$ passing through channels $j$ and $k$, defined as

$$
w_{i, j, k}=r_{i} \times \ell_{i, j, k}+b_{i, j, k}
$$

Net criticality on net $i$ is denoted by $r_{i}$. If the information about net criticality is given, then the net assigned by a higher criticality will be chosen with a shorter net. Here, $\ell_{i, j, k}$ is the length of net $i$ with two terminals, denoted $i$ and $i^{\prime}$. In Stage 1, $\ell_{i, j, k}$ corresponds to the shortest path distance between two terminals $i$ and $i^{\prime}$; in Stage $2, \ell_{i, j, k}=\ell_{i, j}+\ell_{j, k}+\ell_{k, i^{\prime}}$, where $\ell_{i, j}$ is the shortest distance between a terminal $i$ and channel $j, \ell_{j, k}$ is the shortest distance between channel $j$ and channel $k$, and $\ell_{k, i^{\prime}}$ is the shortest distance between a terminal $i^{\prime}$ and channel $k$. The value of $b_{i, j, k}$ is the number of bends generated by net $i$. If some nets have equal length, then we prefer one with smaller bends. Note that the value of $b_{i, j, k}$ is at most four at Stage 2, so that the maximum number of bends for each net is at most four (refer to Fig. 3).

Now, let us establish the following linear programming formulation for Stage 1 of the $4-\mathrm{BQR}$.

Minimize

$$
\begin{aligned}
& \sum\left(w_{i, 14} x_{i, 14}+w_{i, 23} x_{i, 23}, \forall i \in F_{24}\right) \\
& +\sum\left(w_{i, 12} x_{i, 12}+w_{i, 34} x_{i, 34}, \forall i \in F_{13}\right) \\
& +\sum\left(w_{i, 1} x_{i, 1}+w_{i, 234} x_{i, 234}: \forall i \in F_{12}\right) \\
& +\sum\left(w_{i, 2} x_{i, 2}+w_{i, 341} x_{i, 341}: \forall i \in F_{23}\right) \\
& +\sum\left(w_{i, 3} x_{i, 3}+w_{i, 412} x_{i, 412}: \forall i \in F_{34}\right) \\
& +\sum\left(w_{i, 4} x_{i, 4}+w_{i, 123} x_{i, 123}: \forall i \in F_{14}\right)
\end{aligned}
$$



Fig. 3. An illustration of four-bend routing. $f_{i j}^{\prime}$ is the number of nets already routed in levels $0 \sim(i-1)$, and $f_{i j}$ is the number of nets being routed in level $i$.
subject to capacity constraint

$$
\begin{aligned}
\sum\left(x_{i, 1}+x_{i, 12}+x_{i, 14}+x_{i, 341}+x_{i, 412}+x_{i, 123}\right) \leq u_{1} \\
\sum\left(x_{i, 2}+x_{i, 12}+x_{i, 23}+x_{i, 234}+x_{i, 412}+x_{i, 123}\right) \leq u_{2} \\
\sum\left(x_{i, 3}+x_{i, 34}+x_{i, 23}+x_{i, 234}+x_{i, 341}+x_{i, 123}\right) \leq u_{3} \\
\sum\left(x_{i, 4}+x_{i, 34}+x_{i, 14}+x_{i, 234}+x_{i, 341}+x_{i, 412}\right) \leq u_{4} \\
\forall i \in N
\end{aligned}
$$

and assignment constraint

$$
\begin{aligned}
& x_{i, 12}+x_{i, 34}=1, \forall i \in F_{13} \\
& x_{i, 23}+x_{i, 14}=1, \forall i \in F_{24} \\
& x_{i, 1}+x_{i, 234}=1, \forall i \in F_{12} \\
& x_{i, 2}+x_{i, 341}=1, \forall i \in F_{23} \\
& x_{i, 3}+x_{i, 412}=1, \forall i \in F_{34} \\
& x_{i, 4}+x_{i, 123}=1, \forall i \in F_{14} .
\end{aligned}
$$

Here, the $0-1$ variable $x_{p, q}$ is one if and only if net $p$ is assigned to the cheapest channel (or channels) $q$. The capacity constraints indicate that we want to have a uniform density distribution on cut lines. The assignment constraints ensure that each net is assigned to a distinct channel and each net in ( $F_{13} \cup F_{24}$ ) uses at most two channels to be connected; each net in $\left(F_{12} \cup F_{23} \cup F_{34} \cup F_{14}\right)$ uses either one channel or three channels to be connected.

The upper bound capacity at each level can be derived as follows. There are two types of nets in our four-bend routing (refer to Fig. 3): Type 1) one terminal is in $Q_{k}$ and the other terminal is in $Q_{(k+1) \bmod 4}$ and Type 2) one terminal is in $Q_{k}$ and the other terminal is in $Q_{(k+2) \bmod 4}$. Let us denote by $f_{i j}$ the number of nets whose one terminal is in $Q_{i}$ and other terminal in $Q_{j}$. Let us denote by $f_{\max _{1}}$ the maximum $f_{i j}$ of $\left\{f_{12}, f_{23}, f_{34}, f_{14}\right\}$ and by $f_{\text {max }_{2}}$ the second maximum $f_{i j}$ of $\left\{f_{12}, f_{23}, f_{34}, f_{14}\right\}$.

To distribute evenly over cut lines, for Type 1 nets, we need at most $\left\lceil\left(f_{\max _{1}}+f_{\max _{2}}\right) / 2\right\rceil$ tracks to be routed by crossing a single cut line. Among the Type 1 nets, we need at most $\left\lceil\left(f_{\max _{1}}-f_{\max _{2}}\right) / 2\right\rceil$ nets to be routed by crossing the three cut lines if $f_{\text {max }_{1}}-f_{\max _{2}} \geq 2$.

For Type 2 nets, we need at most $\left\lceil\left(f_{13}+f_{24}\right) / 2\right\rceil$ tracks when the nets are distributed evenly over two cut lines. In all, we need at most ${ }^{3}$

$$
\left\lceil\frac{f_{13}+f_{24}+f_{\max _{1}}+f_{\max _{2}}}{2}\right\rceil
$$

Let us define density history on a cut line $k$, denoted $d_{k}^{\prime}$, of levels $1 \sim(I-1)$. We incorporate the density history of levels $1 \sim(I-1)$ on each channel into the upper bound capacity $u_{k}$ at level $I$ as shown in (1) at the bottom of the page. Here, $f_{13}^{\prime}=\max \left(d_{1}^{\prime}, d_{2}^{\prime}\right)+\max \left(d_{3}^{\prime}, d_{4}^{\prime}\right), f_{24}^{\prime}=$ $\max \left(d_{1}^{\prime}, d_{4}^{\prime}\right)+\max \left(d_{2}^{\prime}, d_{3}^{\prime}\right), f_{\max _{1}}^{\prime}=\max \left(d_{1}^{\prime}, d_{2}^{\prime}, d_{3}^{\prime}, d_{4}^{\prime}\right)$, and $f_{\max _{2}}^{\prime}$ is the second maximum of $\left\{d_{1}^{\prime}, d_{2}^{\prime}, d_{3}^{\prime}, d_{4}^{\prime}\right\}$. An example of Stage 1 is shown as follows (refer to Fig. 4).

## A. Example for Stage 1

Let $w_{i}=\ell_{i}$ and the length of each cut line $C_{1}, C_{2}, C_{3}, C_{4}$ be one

$$
\begin{aligned}
u_{1}=u_{2}=u_{3}=u_{4} & =\left\lceil\frac{f_{13}+f_{24}+f_{\max _{1}}+f_{\max _{2}}}{2}\right\rceil \\
& =\left\lceil\frac{1+2+1+0}{2}\right\rceil=2
\end{aligned}
$$

Minimize

$$
\begin{aligned}
W= & 4 x_{1,14}+4 x_{1,23}+4 x_{2,14}+4 x_{2,23} \\
& +4 x_{3,4}+6 x_{3,123}+3 x_{4,12}+3 x_{4,34}
\end{aligned}
$$

subject to capacity constraints

$$
\begin{aligned}
x_{1,14}+x_{2,14}+x_{3,123}+x_{4,12} & \leq u_{1} \\
x_{1,23}+x_{2,23}+x_{3,123}+x_{4,12} & \leq u_{2} \\
x_{1,23}+x_{2,23}+x_{3,123}+x_{4,34} & \leq u_{3} \\
x_{1,14}+x_{2,14}+x_{3,4}+x_{4,34} & \leq u_{4}
\end{aligned}
$$

[^2]\[

$$
\begin{equation*}
\left\lceil\frac{f_{13}+f_{24}+f_{\max _{1}}+f_{\max _{2}}+f_{13}^{\prime}+f_{24}^{\prime}+f_{\max _{1}}^{\prime}+f_{\max _{2}}^{\prime}}{2}\right\rceil \tag{1}
\end{equation*}
$$

\]



Fig. 4. An instance of $4-B Q R$.
and assignment constraints

$$
\begin{aligned}
& x_{1,14}+x_{1,23}=1 \\
& x_{2,14}+x_{2,23}=1 \\
& x_{3,4}+x_{3,123}=1 \\
& x_{4,12}+x_{4,34}=1
\end{aligned}
$$

A solution to the first stage is $x_{1,14}=x_{2,23}=x_{3,4}=$ $x_{4,12}=1, f_{1}=f_{2}=f_{4}=2, f_{3}=1$, with $\left(w_{1,14}+w_{2,23}+\right.$ $\left.w_{3,4}+w_{4,12}=15\right)$.

In Stage 2, similar to Stage 1, the upper bound capacity $u_{k j}$ (see Definition 4) is computed as follows. We incorporate the density history of levels $1 \sim(I-1)$ on each channel into the upper bound capacity $u_{k j}$ at each level as

$$
\begin{aligned}
& u_{1 j}=\left\lceil\frac{f_{1}+d_{1}^{\prime}}{L}\right\rceil, \forall j \in C_{1} \\
& u_{2 j}=\left\lceil\frac{f_{2}+d_{2}^{\prime}}{L}\right\rceil, \forall j \in C_{2} \\
& u_{3 j}=\left\lceil\frac{f_{3}+d_{3}^{\prime}}{L}\right\rceil, \forall j \in C_{3} \\
& u_{4 j}=\left\lceil\frac{f_{4}+d_{4}^{\prime}}{L}\right\rceil, \forall j \in C_{4}
\end{aligned}
$$

where $d_{k}^{\prime}$ is the density history on a cut line $k$, as defined just before Stage 1.

## B. Example for Stage 2

Minimize

$$
\begin{aligned}
F= & 4 x_{1,11,41}+4 x_{1,12,41}+6 x_{1,11,42}+6 x_{1,12,42} \\
& +6 x_{2,21,31}+4 x_{2,22,31}+8 x_{2,21,32}+6 x_{2,22,32} \\
& +4 x_{3,41}+4 x_{3,42}+5 x_{4,11,21}+3 x_{4,12,21} \\
& +5 x_{4,11,22}+3 x_{4,12,22}
\end{aligned}
$$

subject to assignment constraints

$$
\begin{array}{r}
x_{1,11,41}+x_{1,12,41}+x_{1,11,42}+x_{1,12,42}=1, \text { for net } 1 \\
x_{2,21,31}+x_{2,22,31}+x_{2,21,32}+x_{2,22,32}=1, \text { for net } 2 \\
x_{3,41}+x_{3,42}=1, \text { for net } 3 \\
x_{4,11,21}+x_{4,12,21}+x_{4,11,22}+x_{4,12,22}=1, \text { for net } 4 .
\end{array}
$$

Let us assume that $d_{1}^{\prime}=d_{2}^{\prime}=d_{3}^{\prime}=d_{4}^{\prime}=0$. Then

$$
\begin{aligned}
& u_{11}=u_{12}=\left\lceil f_{1} / L\right\rceil=\lceil 2 / 2\rceil=1 \\
& u_{21}=u_{22}=\left\lceil f_{2} / L\right\rceil=\lceil 2 / 2\rceil=1 \\
& u_{31}=u_{32}=\left\lceil f_{3} / L\right\rceil=\lceil 1 / 2\rceil=1 \\
& u_{41}=u_{42}=\left\lceil f_{4} / L\right\rceil=\lceil 2 / 2\rceil=1
\end{aligned}
$$

and channel capacity constraints

$$
\begin{aligned}
& x_{1,11,41}+x_{1,11,42}+x_{4,11,21}+x_{4,11,22} \leq u_{11}=1 \\
& x_{1,12,41}+x_{1,12,42}+x_{4,12,21}+x_{4,12,22} \leq u_{12}=1 \\
& x_{2,21,31}+x_{2,21,32}+x_{4,11,21}+x_{4,12,21} \leq u_{21}=1 \\
& x_{2,22,31}+x_{2,22,32}+x_{4,11,22}+x_{4,12,22} \leq u_{22}=1 \\
& x_{2,21,31}+x_{2,22,31} \leq u_{31}=1 \\
& x_{2,21,32}+x_{2,22,32} \leq u_{32}=1 \\
& x_{1,11,41}+x_{1,12,41}+x_{3,41} \leq u_{41}=1 \\
& x_{1,11,42}+x_{1,12,42}+x_{3,42} \leq u_{42}=1 .
\end{aligned}
$$

A solution to the second stage is $x_{1,11,41}=x_{2,22,31}=$ $x_{3,42}=x_{4,12,21}=1$ with $d_{R}=1$ and $w_{1,11,41}+w_{2,22,31}+$ $w_{3,42}+w_{4,12,21}=15$.

Now, the second stage of the $4-\mathrm{BQR}$ can be formulated as a network flow that can be optimally solved by a min-cost flow. Refer to Fig. 5. Let us denote $i$ and $i^{\prime}$ as two terminals of net $i \in N$. Let $M$ be the set of two terminals such as $\left\{i, i^{\prime} \mid \forall i \in N\right\}$. Let us denote by $C$ the set of channels and $C^{\prime}$ the set of possible channel assignments of nets. $G^{\prime}=\left(V^{\prime}(=\right.$ $\left.\left.s \cup M \cup C^{\prime} \cup C \cup t\right), A=\left(=A_{s, M} \cup A_{M, C^{\prime}} \cup A_{C^{\prime}, C} \cup A_{C, t}\right)\right)$.

Arc capacity upper bound $c_{i, j}$ and weight $w_{i, j}$ for each edge $(i, j)$ in $A$ are assigned as

$$
\begin{cases}\text { if } & (i, j) \in A_{C, t}, \text { then } c_{i, j}=u_{i, p, q} \\ \text { else } & c_{i, j}=1\end{cases}
$$

where $u_{p, q}$ is an upper bound capacity $u_{p, q}$ assigned to channel $q$ on cut line P with respect to node $i$. Arc weight $w_{i, j}$

$$
\begin{cases}\text { if } & (i, j) \in A_{M, C^{\prime}}, \text { then } w_{i, j}=w_{p, q} \\ \text { else } & w_{i, j}=0\end{cases}
$$

where the cost $w_{p, q}$ is the cost of a wire path for terminal $p$ assigned to channel $q$. The cost $w_{p, g}$ is computed using, for example, the following linear equations:

$$
\begin{aligned}
& w_{1,11}+w_{1,41}=w_{1,11,41}=4 \\
& w_{1,12}+w_{1,41}=w_{1,12,41}=4 \\
& w_{1,11}+w_{1,42}=w_{1,11,42}=6 \\
& w_{1,12}+w_{1,42}=w_{1,12,42}=6
\end{aligned}
$$

For each net crossing the cut lines, we need to determine the path of running the net across channels on the cut lines.


Fig. 5. Min-cost flow network for Stage 2 of 4-BQR and its min-cost flow solution (bold lines) that corresponds to Fig. 4(d).

Then the problem is solved by a min-cost flow [1] on $G^{\prime}$, for example, as shown in Fig. 5.

Note that the LP formulation in Stage 1 has a different structure of one in Stage 2. Similar to Stage 2, the cost $w_{p, g}$ can be computed using, for example, the following linear equations:

$$
\begin{aligned}
& w_{1,1}+w_{1,4}=w_{1,14}=4 \\
& w_{1,2}+w_{1,3}=w_{1,23}=4 \\
& w_{1,1}+w_{1,3}=w_{1,13}=\infty \\
& w_{1,2}+w_{1,4}=w_{1,24}=\infty
\end{aligned}
$$

Note that the third and fourth are infeasible solutions and thus are assigned by infinite cost. In this case, we do not have a solution for $w_{1,1}, w_{1,2}, w_{1,3}$ and $w_{1,4}$. Therefore, the problem of Stage 1 cannot be solved by a min-cost flow.

Note that every net in $Q M(I)$ completes routing at level $I$, providing a solution to the $4-\mathrm{BQR}$ such that channel density on cut lines is minimized.

Theorem $1(4-B Q R)$ : The $4-\mathrm{BQR}$ is an exact algorithm achieving the minimum density of global cells to the QMRP so as to produce at most four bends per net.

To complete routing for nets in all levels, this routing process of 4-BQR continues proceeding down the top-down hierarchy until all unconnected nets in $Q M(I)$ of levels have been laid out.

The complexity of the algorithm for Stage 1 is analyzed in terms of the number of variables and the number of constraint equations. The number of variables at level $i$ is bounded by $4 U_{i}$, where $U_{i}$ is the number of unconnected nets at level $i$. The overall size of variables for $\log m$ levels of top-down hierarchy is given as follows:

$$
\begin{aligned}
\sum_{i=0}^{\log m-1} 4 U_{i} & =\sum_{i=0}^{\log m-1}\left(2^{\log m-i+1} d_{0}\right) \\
& =2 \cdot m \cdot d_{0}=O\left(m d_{0}\right)
\end{aligned}
$$

The number of constraints is $3 U_{i}$. Similarly, the overall size of constraints is $1.5 \cdot m \cdot d_{0}=O\left(m d_{0}\right)$.

When applying min-cost flow at Stage 2 as in Fig. 5, the number of edges and nodes in $G^{\prime}$ at level $i$ is $O\left(U_{i} L_{i}^{2}\right)$ and $O\left(U_{i}+L_{i}^{2}\right)$, respectively. Thus, the overall time complexity for the entire level for Stage 2 is

$$
\begin{aligned}
& \sum_{i=0}^{\log m-1} O\left(U_{i} L_{i}^{2}\right)^{2} \log U_{i}+L_{i}^{2} \\
& \cdot \sum_{i=0}^{\log m-1} O\left(\left(2^{\left(\log m-i-1^{3}\right.} d_{0}\right)^{2}\right. \\
& \left.\quad \cdot \log \left(2^{\log m-i-1} d_{0}+2^{(\log m-i-1)^{2}}\right)\right) \\
& =O\left(m^{6} \cdot\left(d_{0}\right)^{2} \cdot\left(\log m d_{0}\right)^{2}\right) .
\end{aligned}
$$



Fig. 6. Identifying a set of subnets for a multiterminal net while generating four best net topologies (with different set of cut-line assignments) at each level of top-down global routing.

In terms of $n$ with the practical instances described before, the algorithm takes $O\left(n^{3} \log n^{2}\right)$ computational time. The time complexity is one order of magnitude less than one of constructing a global routing graph using ( $e=n^{2}$ ) edges.

Multiterminal nets have many possible routing topologies such as daisy chain, Steiner tree, star, and A-tree [34]. It is desirable that the multiterminal nets are routed with their favorite topologies as listed above. For example, one restricts to a specific routing pattern for a multiterminal net with a goaldriven min-cost Steiner tree ${ }^{4}$ having minimum wire length, and/or minimum bends, and/or minimum stubs. A stub or branch in a tree introduces extra delay and/or ringing in the received signal waveform [32]. However, it is impractical to consider all configurations of a large fan-out net because the number of net topologies as a function of the number of a large fan-out receivers increases rapidly.

Thus, our strategy is to generate four best net topologies for each multiterminal net, as shown in Fig. 6, each topology crossing a different set of cut lines. We can generate four such favorite topologies based on the various net topology construction described above. Then we select unconnected terminals of the net at each level of hierarchy, one terminal from each quadrant for each subnet in which the subnet has a terminal, as illustrated in Fig. 7. The illustration is selfcontained; thus, we omit the algorithm details for brevity in this paper.

A nice feature of the two-stage approach described above is that the first stage splits multiterminal unconnected nets at level $i$ into a set of two terminals. Thus, the complexity of the second stage is significantly reduced by considering only split two-terminal nets. However, the LP formulation in Stage 1 for multiterminal nets is different from one of two-terminal nets. For multiterminal nets with three or more terminals spread over four quadrants, there are four possible net topologies

[^3]crossing a different set of cut lines. Let us assume that one decomposes the multiterminal nets into two-terminal nets $a$ priori, then more than four topologies are required for all split two-terminal nets. Therefore, we know that the complexity of our algorithm on the instances of multiterminal nets is not more than one of two-terminal nets.

## IV. Depth-Constrained Terminal Propagation

In this section, we finally propose an alternative approach that provides a limited degree of control over the number of bends $k$.

Based on a binary cut tree, a custom chip routing algorithm using linear assignment together with hierarchical net decomposition is proposed in [24]. The algorithm is based on a top-down hierarchical scheme. At each level of hierarchy, the current routing problem is partitioned into two subproblems by assigning pins to channels on a cut line (or bisector). To find an optimal pin assignment for a cost function, a linear assignment is used to minimize the total summation of the costs subject to the capacity constraints of the channels (or holes). Then, to determine the path of nets inside each subregion, interface (or pseudo) pins are created on the cut lines, and nets are broken into several parts that can be processed independently. The process of cutting and linear assignment continues until all the nets are connected or all the boundaries are included in the cuts. Note that this approach produces many bends. We will refer to the process of assigning pseudoterminals to cut lines in each level of hierarchy as terminal propagation. Terminal propagation depth (denoted as $\delta_{i}$ ) for a net $i$ denotes the number of levels of top-down hierarchy through which a net's pseudoterminals are allowed to propagate.
Let us assume that we use the top-down terminal propagation technique based on the four-way partition, and that the number of bends produced by net configuration in depth $i$ is limited to three. Then, as shown in Fig. 7, the number of maximum possible bends produced in successive levels of terminal propagation ${ }^{5}$ is $3 \times 4^{\delta}$ (for the case of binary cut tree, $2^{\delta+1}$ ), where $\delta$ is the depth of terminal propagation. Therefore, the depth of terminal propagation should be restricted to a small number.

Here, we introduce a notion of depth-constrained terminal propagation (DCTP). ${ }^{6}$ The underlying idea of DCTP is as follows. Channel assignment is performed using a two-bend routing [17] (we shall refer to it as $2-\mathrm{BQR}$ ) or $4-\mathrm{BQR}$ at each level of the top-down recursion assigning nets to cut lines. Then each net is decomposed into at most four subnets by introducing a so-called pseudoterminal. For each net leaving a channel on a cut line, a pseudoterminal is placed on the channel through which a net crossing a cut line should pass. The concept of net decomposition and terminal propagation

[^4]

Fig. 7. An instance of $4-B Q R$.
at each level of hierarchy enables us to solve the smaller problems exactly.

To complete routing for nets at all levels, this routing process continues proceeding down the top-down hierarchy until all unconnected nets in $Q M(I)$ of levels $(1 \sim \log m)$ have been laid out. We shall refer to the proposed algorithm as $k-B R$

```
Algorithm k-BR
Input: A set of nets N. \deltai for such net i
Output: A k-bend wire routing
For }i=0\mathrm{ to }\operatorname{log}m-1
begin
    Compute }\mp@subsup{U}{k}{};/*\mathrm{ a set of unconnected
    nets in QM(k) at level k*l
    For i=1 to }\mp@subsup{U}{k}{}\mathrm{ .
        begin
            For each net i s.t. }\mp@subsup{\delta}{i}{}=k
                apply inter- and intraquadrant channel
                assignment using 2- or 4-BQR
            For each net i s.t. }\mp@subsup{\delta}{i}{}>k\mathrm{ ,
                apply interquadrant channel assignment
                and terminal propogation
            end
```

end.

Here, interquadrant channel assignment is to assign nets to channels $C_{i j}$ on cut lines $C_{i}$, whereas intraquadrant channel assignment is to assign nets to channels inside each quadrant.

Since the depth of terminal propagation controls the number of bends, we readily have the following.

Theorem 2: There is a polynomial time algorithm to solve the $k$-BR problem, producing $i \times j^{\delta}+k$ bends. Here, $\delta$ is the depth of terminal propagation. The value $i(\in(1,2,3,4))$ is the number of quadrants that we allow a net to propagate its terminals inside the corresponding quadrants. The value $j$ $(\in(2,3,4))$ is the number of bends allowed for each net at each level of the top-down hierarchy, and the value $k$ is $j-i$ when $j \geq i$; otherwise 0 .

Using 2-BQR on $Q M(I)$, the number of bends generated is at most four $\times 2^{\delta}$ when $\delta>0$ (at most two when $\delta=0$ ). Using 4-BR while restricting the number of bends at each level of top-down hierarchy to three or four, it is at most $4 \times 4^{\delta}$. Therefore, given the user-specified depth $\delta$, the upper bound on the number of bends can be restricted to some degree for example, two (with $\delta=0$ ) or eight (with $\delta=1$ ) or 16 (with $\delta=2$ ) using $2-\mathrm{BQR}$, and four (with $\delta=0$ ) or 12 (with $\delta=1$ ) or 48 (with $\delta=2$ ) using 4-BR. In this manner, the

TABLE I
A Comparison Between $K L R^{+} 87$ and Ours

| $K L R^{+} 87$ (one-bend routing) |  |
| :---: | :---: |
| \#vars $/ \#$ cons | bound |
| $O(m) / O\left(m^{2}\right)$ | $d_{R} \leq\lceil m / 2\rceil+1$ |
| $4-B R($ Section 9,4 -bend routing) |  |
| \#vars $/ \#$ cons | bound |
| $O\left(m d_{0}^{\dagger}\right) / O\left(m d_{0}\right)+O\left(n d_{0} \log \left(n d_{0}\right)\right.$ | $d_{R} \leq\left\lceil 2 d_{o p t}\right\rceil \log \left(m /\left\lfloor 2 d_{0}\right\rfloor\right)$ |
| vars: variables, cons: constraints, $\dagger: d_{0} \leq m / 2$ |  |

upper bound on the number of bends can be constrained to an almost arbitrary number of bends.

## V. Experimental Results

It will be insightful to compare our approach with previous LP-based global routing approaches in terms of the problem formulation, number of variables, and number of constraints (refer to Table I). One existing linear programming approach is proposed in [17], in which Karp et al. used one-bend routing by rounding to obtain integral approximations to solutions of linear equations. In this paper, a four-bend routing based on a two-stage approach of LP followed by min-cost flow formulation at each level of a top-down quad-tree is used to improve the global density. Thus, we know that the bound on $d_{R}$, after applying the two-stage approach, is certainly less than the bound achieved by the approximation algorithm.

Mathematical programming methods are computationally inefficient for problems with a large number of variables. However, the time complexity of our hierarchical routing scheme compares favorably with the usual greedy approaches based on shortest paths, which routes an $m \times m$ array in time $O\left(m^{4}\right)$. Note that usually, clustering followed by placement prior to global routing produces short spans of nets. Thus, the number of unconnected nets at higher levels of the top-down hierarchy is usually not greater than that of the lower level of the hierarchy. Based on this observation, the number of variables are distributed over all levels of recursion hierarchy. Thus, in practice, the linear programming method is feasible for realistic problem sizes.

We include some experimental results to complement the theoretical results. We compared our approach with the twobend Eulerian-tour-based global router (referred to as 2-BR) [17] and two other existing global routers: a flat net-by-net approach based on min-max Steiner trees, proposed by Chiang et al. [6], and a multicommodity flow algorithm proposed by Carden and Cheng [5]. We tested our algorithm (4-BR) using the examples provided in [5] and [6] (Diff-4, Diff-8, and Diff16). Since the proposed method uses the hierarchical method,

TABLE II
A Comparison Among CSW90, CC91, 2-BR, and 4-R

|  | CSW90[7] |  |  | CC91[9] |  |  | 2-BR/18] |  |  | 4-BR ${ }^{\text {f }}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Ex (nets/ $/$ /*) | m-b | $\mathrm{d}_{\text {R }}$ | w-1 | m-b | $d_{R}$ | w-1 | m-b | $d_{R}$ | w-1 | m-b | $\mathrm{d}_{\mathrm{R}}$ | w-1 |
| Ex1(4/8/1) | 2 | 2 | 11 | 1 | 1 | 16 | 1 | 1 | 16 | 1 | 1 | 16 |
| Diff-4(8/32/2) | 2 | 2 | 35 | 2 | 2 | 32 | 1 | 2 | 32 | 2 | 2 | 32 |
| Diff-8(32/256/4) | $\stackrel{\circ}{\circ}$ | 4 | 296 | 。 | 4 | 256 | 2 | 5 | 260 | 2 | 4 | 256 |
| Diff-16(128/2048/8) | - | 9 | 2214 | $\stackrel{\circ}{\circ}$ | 9 | 2050 | 2 | 9 | 2068 | 3 | 8 | 2050 |

$\ddagger: 4$-BR in Section 3.
$\star$ : lower bound wirelength = bounding-box wirelength for all nets (a net's bounding-box length: half perimeter of the smallest bounding box enclosing two terminals of the net)
*: lower-bound density = maximum number of nets that must cross the border of a cell on cutlines
m-b : maximum bends; w-l: total wire length.
Ex1: Instance shown in Figure 2.
Diff-4 : Instance shown in Figure 1.
Diff-8, Diff-16 :Instances shown in [6].
$\circ$ : N/A, but can be increased upto $O(m)$.

TABLE III
An Experimental Result on Large-Sized Examples

| Ex (nets/*/*/†/t) | $m-b(\# 4-$ bendnets $)$ | $d_{R}$ | $d_{R}^{\alpha v g}$ | $w-l$ | time (sec.) |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $\mathrm{R} 1((2+1+1) / 15 / 2 / 14 / 14)$ | $3(0)$ | 2 | 2 | 15 | 0.02 |
| $\mathrm{R} 2((20+30+100) / 570 / 75 / 400 / 254)$ | $4(25)$ | 75 | 63 | 620 | 0.08 |
| $\mathrm{R} 3((100+50+350) / 1950 / 250 / 1300 / 804)$ | $4(100)$ | 250 | 213 | 2150 | 0.63 |
| $\mathrm{R} 4((300+200+500) / 3800 / 500 / 3000 / 2004)$ | $3(0)$ | 500 | 375 | 3800 | 3.56 |
| $\mathrm{R} 5((500+400+300) / 4400 / 600 / 4200 / 3004)$ | $3(0)$ | 600 | 525 | 4400 | 6.86 |
| $\mathrm{R} 6((800+200+800) / 7000 / 900 / 5600 / 3804)$ | $3(0)$ | 900 | 700 | 7000 | 13.11 |
| $\mathrm{R} 7((750+500+1250) / 9500 / 1250 / 7500 / 5004)$ | $3(0)$ | 1250 | 938 | 9500 | 25.1 |
| $\mathrm{R} 8((700+800+2000) / 13200 / 1750 / 10000 / 6504)$ | $4(250)$ | 1750 | 1375 | 13700 | $\mathbf{3 4 . 1}$ |

\# nets $=\left(f_{24}+f_{13}+f_{m a x 1}\right) ; \dagger$ : number of variables in LP; $\ddagger$ : number of constraints in LP; $d_{R}^{a v g}$ : average density over four cutlines. time is measured by tms_utime which is the CPU time used while executing instructions in the user space of the calling process. The remaining are defined as in Table 2.
it will be insightful to compare with the algorithms presented in [21] and [23].

From Table II, we observe that by using smaller bends, 4BR usually leads to a routing with less wire length when compared with [6] (with comparable global densities) and comparable wire length when compared with [5]. In the case of Diff-16, 4-BR produced a routing with the optimum density, and the wire length was two units greater than the lower bound wire length.

To test the linear program for Stage 1 of 4 -BR with the large-sized instances, we implemented an LP generator in the C language running on a SUN SPARC classic and tested a set of random examples using Simplex-based lp-solver [3] (which has a time complexity similar to that of the Simplexbased min-cost flow algorithm). The computing time for the largest size problem with 3500 nets was 34.2 s , as shown in Table III. We do not perform extensive experiments on the min-cost flow formulation of Stage 2, but the correctedness of the formulation was verified by running the min-cost flow algorithm (NETFLO) [18].

The experimental results showed that 4-BR yields a near optimal solution in terms of global density and wire length.

We also simulated the situation of how much the bends affect signal distortion compared with the branches using HSPICE after extracting circuits from layout by EPC (Avante
tool). In terms of distortion, branches are an order of magnitude more important than bends, even though our timing model with EPC may not successfully simulate the transmission effects. However, in terms of delay, due to the additive inductance and capacitance in vias (i.e., bends), removing excessive numbers of bends is more important than removing branches.

## VI. Conclusion

In this paper, we presented effective approaches to the global routing problem arising in high-performance layouts. We subject to minimize the total length and number of layers (i.e., global density), constraint to minimum number of bends. Simultaneous treatment of nets by our method generated a "good" solution using only four bends per net. We developed an enhanced four-bend routing strategy with performancedriven constraints (i.e., congestion, net criticality, length, and bend), allowing at most four bends per net. The complexity of the problem is significantly alleviated by employing a two-step strategy of smaller sized LP followed by mincost flow networks in each level of the top-down hierarchy. To provide flexibility to control the number of bends, the depth-constrained terminal propagation approach has also been introduced. The proposed approaches can be directly applicable to the high-performance systems where limiting
the number of bends is critical. A reviewer commented that branchings (stubs) are an order of magnitude more important than bends with respect to signal distortion. Therefore, we are currently investigating an extension to minimize the number of long (more than a certain threshold) stubs and the number of bends simultaneously.
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[^1]:    ${ }^{1}$ For the layer assignment problem that arises in MCM, see [13].
    ${ }^{2}$ Minimum-cost network flows are solved by a variation of the simplex algorithm and can be solved more than $100 \times$ faster than equivalently sized linear programs.

[^2]:    ${ }^{3}$ Even distribution of unconnected nets in an earlier level of hierarchy based on the presented upper bound may be lower than global (i.e., optimal) density. The reason is that a density in a lower level of hierarchy may be greater than one of a higher level of hierarchy. This tight upper bound causes Type 1 nets to detour crossing three cut lines. We can avoid detouring of the Type 1 nets by relaxing the upper bound. One effective way is to find $\max \left(d_{0}+\alpha,\left\lceil\left(f_{13}+f_{24}+f_{\max _{1}}+f_{\max _{2}}\right) / 2\right\rceil\right)$, where $d_{0}+\alpha$ is an estimated upper bound on global density. We can measure the bound by once running the proposed algorithm, and then use the bound in the next iteration.

[^3]:    ${ }^{4}$ For nets with large terminals, a min-cost Steiner heuristic is used.

[^4]:    ${ }^{5}$ Since there are four quadrants at each level, the propagated pseudoterminals in each quadrant introduce at most three bends, as shown in Fig. 8.
    ${ }^{6}$ The depth of terminal propagation for a net is determined by the net's criticality. For the most critical nets, only the shortest routes with minimum bends are chosen and they are excluded from the route selection process in the later level of top-down hierarchy. The deeper terminal propagation in the successive level is exclusively allowed for less critical nets.

