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Abstract—In this paper, a global clock network that incor-
porates standing waves and coupled oscillators to distribute
a high-frequency clock signal with low skew and low jitter is
described. The key design issues involved in generating standing
waves on a chip are discussed, including minimizing wire loss
within an available technology. A standing-wave oscillator, which
is a distributed oscillator that sustains ideal standing waves on
lossy wires, is introduced. A clock grid architecture comprised
of coupled standing-wave oscillators and differential low-swing
clock buffers is presented, along with a compact circuit model for
networks of oscillators. The measured results for a prototyped
standing-wave clock grid operating at 10 GHz and fabricated in
a 0.18- m 6M CMOS logic process are presented. A technique
is proposed for on-chip skew measurements with subpicosecond
precision.

Index Terms—Clock distribution, coupled oscillators, dis-
tributed oscillators, on-chip phase measurement, resonant
clocking, salphasic, standing wave.

I. INTRODUCTION

T HE DESIGN of global clock distributions for multigiga-
hertz microprocessors has become an increasingly difficult

and time-consuming task. As the frequency of the global clock
continues to increase, the timing uncertainty introduced by the
clock network—the skew and jitter—must reduce proportion-
ally with the clock period. However, the clock skew and jitter
for conventional buffered H-trees are proportional to latency,
which has increased for recent generations of microprocessors
[1].

A global clock network that uses standing waves and cou-
pled oscillators has the potential to significantly reduce both
skew and jitter. Standing waves have the unique property that
phase does not depend on position, meaning that there is ideally
no skew. They have previously been used for board-level clock
distribution [2], on coaxial cables [3], and on superconducting
wires [4], but have never been implemented on chip due to the
large losses of on-chip interconnects. Networks of coupled os-
cillators have a phase-averaging effect that reduces both skew
and jitter. However, none of the previous implementations of
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Fig. 1. 10-GHz standing-wave clock distribution network.

coupled-oscillator clock networks use standing waves and some
require considerable circuitry to couple the oscillators [5]–[9].

This paper describes the operation and design of a global
standing-wave clock distribution network comprised of coupled
oscillators and intended for multigigahertz clock frequencies
(Fig. 1). Section II explains why generating ideal standing
waves on lossy interconnects is difficult and shows how dis-
tributed amplification can compensate for these losses. A new
type of distributed oscillator that sustains ideal standing waves
on lossy interconnects is introduced and a design example
is given. Section III describes how these oscillators can be
coupled together in a simple way to create a grid of standing
waves and proposes a clock buffer that converts the low-swing
clock signal to digital levels. A compact circuit model for
a network of strongly coupled oscillators is introduced and
verified with measured and simulated data in Section IV.
Finally, Section V presents the design and results for a 10-GHz
standing-wave clock grid fabricated in a 0.18-m six-metal
CMOS logic process. The technique used to measure the skew
of the prototyped clock grid with subpicosecond resolution is
also described.

II. STANDING-WAVE OSCILLATOR

A. Standing Waves

A standing wave is formed when two identical waves that are
propagating in opposite directions interact. The general case of
two waves traveling in opposite directions with arbitrary phase
and with amplitudes is described by

(1)
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Fig. 2. Generating standing waves using a short-circuit termination.

The traveling-wave term in (1) reduces to zero when the ampli-
tudes of the two waves are identical. Unlike a traveling wave,
which has phase that varies linearly with position, a standing
wave has the same phase regardless of position but amplitude
that varies sinusoidally.

A simple way to generate a voltage standing wave is to send
an incident wave down a transmission line and reflect it back
with a lossless termination such as a short circuit (Fig. 2).
However, wire losses cause amplitude mismatch between the
incident and reflected waves, resulting in a residual traveling
wave. The amplitude of the traveling wave—and, hence, the
skew—is directly related to the loss and length of the wire.
Previous standing-wave implementations achieve low skew
with low-loss transmission lines or distances that are small
relative to a wavelength. However, a standing-wave clock
network for a multigigahertz microprocessor would need to
span multiple wavelengths using lossy on-chip interconnects.

B. Compensating for Wire Losses

Distributed transconductors can compensate for signal atten-
uation due to wire loss [5], [10], [11]. The transconductors can
be analyzed as a distributed transconductance if they are spaced
sufficiently close . The equivalent lumped model for a
transmission line with distributed transconductance is shown in
Fig. 3, where , , and are the distributed transmission-line
parameters and is the effective transconductance per unit
length. The loss is given by

(2)

where the approximate expression is valid when is
small relative to the other terms in the quadratic. For a correct
choice of transconductance in (2), the wire becomes effectively
lossless.

C. Circuit Implementation

Although it is not practical to maintain a precise transconduc-
tance over an entire chip, it is possible to design transconductors
that will reliably exceed the wire loss. For this reason, it is
preferable to use distributed transconductors in an oscillator.
The inherent amplitude saturation of the transconductors
causes them to self-limit, so they exactly compensate for wire

Fig. 3. Transmission-line model with transconductance.

Fig. 4. Standing-wave oscillator with three cross-coupled pairs.

loss. A previously demonstrated rotary clock distribution used
distributed cross-coupled inverters to compensate for wire loss
and create on-chip oscillators, but it generated traveling waves
(not standing waves) [5]. The circuit in Fig. 4 is a distributed
standing-wave oscillator (SWO) that sustains ideal standing
waves on lossy wires. Differential transmission lines form a
half-wave resonator with the lines shorted together at
both ends to provide virtual grounds for differential-mode
signals. NMOS cross-coupled pairs provide enough gain to
compensate for wire losses, and pMOS diode-connected loads
set the common-mode voltage. The parasitic capacitance of the
transconductors, , will load the SWO, thereby increasing the
wire loss and decreasing the oscillation frequency. Therefore,
the quality of the transconductor can be quantified by
and should be maximized. Also, wire loss should be minimized
in order to minimize power. The SWO will oscillate at the
desired frequency, , if it satisfies

and

where

(3)

In the above equation,, , and are the transmission-line at-
tenuation, phase, and propagation constants, respectively,is
the length of the resonator, andis the number of cross-cou-
pled pairs that are distributed along the resonator.

D. Design Example

An SWO is straightforward to design from (3). Table I
lists the parameters that will be used to design an SWO with
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TABLE I
DESIGN PARAMETERS FORSWO EXAMPLE

Fig. 5. Loss and length to oscillate at 10 GHz as a function of cross-coupled
pair sizing (design point shown).

five equally sized and equally spaced cross-coupled pairs. The
transmission-line cross section (Fig. 1) is optimized for min-
imum loss given a total track width of 32m and a distance of
3.5 m to the ground plane. A unit cross-coupled pair (ccp) is
defined to have nMOS and pMOS devices that are 18-m wide
and 0.18- m long and is optimized for maximum with
1.0 mA of bias current. First, the resonator length is obtained as
a function of cross-coupled pair sizing by solving (3) using the
desired oscillation frequency . Then, the length, transmis-
sion-line parameters, , and are used in (3) to calculate the
effective wire loss (Fig. 5). The design point is conservatively
chosen so that the loss becomes zero when the bias current
is 0.8 mA. The simulated voltage waveforms spanning from
the end to the center of the SWO at increments of are
shown in Fig. 6. The free-running frequency of the oscillator is
9.5 GHz, within 5% of the design goal. Note that the amplitude
varies sinusoidally with position and the phase coherence is
better than 1 ps. The amplitude and frequency sensitivity to
the supply voltage is plotted in Fig. 7. The SWO oscillates
for V and the amplitude saturates quickly when

Fig. 6. Simulated voltage waveforms for SWO atl=10 increments.

Fig. 7. Simulated SWO amplitude and frequency sensitivity to supply voltage.

reaches 1.6–1.7 V. The oscillating frequency is not a
strong function of supply voltage (0.56 MHz/mV near 1.8 V)
since the parasitic drain capacitance of the cross-coupled pair,

, does not change much with voltage, and the interconnect
parameters , , and are constant. Furthermore, the phase
constant is not affected much by small changes in due
to variations in the supply voltage. This low sensitivity to the
power supply is a key advantage for SWOs. The delay—and,
hence, the skew and jitter—of a buffered H-tree is a strong
function of power supply variations due to the large sensitivity
of inverter delay.

III. STANDING-WAVE CLOCK GRID

A. Coupling and Injection-Locking SWOs

On-chip transmission-line resonators have an inherently
modest quality factor ( ) that allows coupling and injection
locking of the SWOs over a range of frequencies. For the
SWO in the previous design example, the loadedis 2.7.
SWOs can be coupled together by simply connecting their
transmission lines. The coupling strength is largest when the
oscillators are connected at the center and zero near the ends.
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Fig. 8. Simulated voltage standing waves for prototyped clock grid.

Any detuning between coupled oscillators results in skew that is
directly related to the coupling strength and[12]. Therefore,
low- resonators that are strongly coupled should be used
for clock distribution. These oscillators can also be injection
locked to a reference signal. Injection locking allows the clock
frequency to be dictated by an external clock source such as
a phase-locked loop (PLL) and stabilizes the otherwise noisy
signal of this low- oscillator. In this work, a reference signal
is ac coupled into the gate of the pMOS loads at the center of
an SWO. The locking range and the skew caused by driving an
injection-locked oscillator off-resonance is also related to the
coupling strength [12]. Again, strong coupling is preferable for
low skew and a wide locking range.

B. Grid Architecture

A resonant grid of coupled SWOs is shown in Fig. 1.
Choosing the coupling point is a tradeoff between the size
of the grid and the coupling strength. Connecting the SWOs
15%–20% from the short circuits provides strong enough
coupling to lock the segments together without causing exces-
sive skew due to mismatches between SWOs. To make a grid
pattern, the ends of the SWOs are folded at right angles to
the grid. Due to the sinusoidal amplitude envelope of standing
waves, the folded segments have low voltage amplitudes and,
hence, are inappropriate for recovering the clock. For practical
microprocessor clock distributions, field-effect transistor (FET)
switches could be used to short the ends of the SWOs during
normal operation and turned off to facilitate low-frequency
testing. The voltage standing-wave pattern for a portion of the
grid is shown in Fig. 8.

C. Phase Averaging in Grids

Within a grid of coupled oscillators, phase is averaged at each
coupling point. Phase differences among the SWOs, either skew
due to mismatch or jitter due to power supply variations, are re-
duced by this averaging process. In our approach, each SWO is
coupled in up to three locations. The averaging effect is directly
related to the coupling strength. In order to test how well the
coupled oscillators suppress jitter caused by localized supply
noise, we simulated a single SWO, a grid of four SWOs, and
the full grid in Fig. 1, all injection locked at 10 GHz. In each

Fig. 9. Clock buffer.

Fig. 10. Simulated clock buffer performance.

case, the power supply for one cross-coupled pair was reduced
by 10% with a 100-ps fall time. The resulting period jitter on
the oscillator network was 0.41, 0.26, and 0.17 ps, respectively,
confirming that the phase averaging property of a coupled net-
work of SWOs reduces jitter.

D. Clock Buffer

Standing-wave clock distribution is intended to interface
with a conventional digital clock distribution at lower levels of
the clock hierarchy. Therefore, a buffer is required to convert
the low-swing differential sinusoids to digital levels without
adding significant amounts of timing error due to variations of
the input amplitude. A two-stage clock buffer based on [13] is
shown in Fig. 9. The first stage is a differential pair with a small
gate overdrive, allowing complete current switching even for
the smallest expected input amplitude. It amplifies and limits
the signal so the output amplitude is roughly independent of
the input amplitude. A low-pass filter attenuates the harmonics
added by the limiting amplifier that would otherwise cause
amplitude-dependent skew. The second stage is a sine-to-square
converter that uses cross-coupled inverters and a shunt resistor
to achieve a well-controlled 50% duty cycle across process,
temperature, frequency, and supply variations. Because the
0.18- m devices chosen for demonstration are not adequate to
test the clock buffer at 10 GHz, the buffer was simulated with a
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Fig. 11. SWO model.

2-GHz sinusoidal input clock. This clock period corresponds to
an aggressive seven fanout-4 (FO4) delays in this technology.
The clock buffer exhibits 5.9-ps skew (1.2% of the clock cycle)
for the 30% voltage variation seen across the center 50% of a
standing wave (Fig. 10). Assuming similar performance using
devices in a future process capable of 10-GHz operation, the
amplitude-dependent skew will be about 1 ps.

IV. M ODELING

Networks of discrete coupled oscillators can be used to
accurately model SWO grids. The circuit in Fig. 11 models two
half-SWOs and is defined so that the coupling point between
them is at the center of the circuit (not at the ends). The be-
havior of the transmission-line resonators is well approximated
near resonance by tanks that are inductively coupled.
The cross-coupled pairs are lumped and modeled as nonlinear
transconductors, , using a third-order polynomial to
approximate the saturation behavior [14] and scaling their

curves based on their position along the SWO. and
represent currents that are injected from adjacent SWO

segments or an external current source (such as the locking
signal). Following a similar derivation as [12], the coupled
differential equations describing the model are

(4)

where is the resonant frequency, is the loaded quality
factor of the resonator, andis the parameter that describes the
nonlinearity of the transconductance. The coupling parameter
is defined to be . Note that is infinite when
the two resonators are completely coupled and unity when they
are completely uncoupled, which is consistent with (4). For a
stub length, , that is or less—where is the length of the
SWO— can be approximated by

(5)

Fig. 12. Simulated (—) and modeled (��) skew for four coupled SWOs with
detuning.

Fig. 13. Schematic of test chip grid with eight SWOs.

Using (4), the transient response for a grid of SWOs can be
calculated by solving a matrix of coupled, differential equa-
tions. Fig. 12 illustrates the agreement between the simulated
and modeled steady-state phase for a grid of four SWOs (using
the SWO designed in Section II) that are coupledfrom the
short circuits and detuned by varying the lengths of two of the
SWOs by 10%. The skew is referenced to the phase of the two
center points. Positive skew indicates lagging phase and nega-
tive skew indicates leading phase.

V. EXPERIMENT

A 10-GHz clock network comprised of eight coupled SWOs
was prototyped in a 0.18-m 1.8-V CMOS process with six
AlCu metal layers (Fig. 13). Clock buffers were not integrated
due to the speed limitations of 0.18-m devices at 10 GHz but
will be easily integratable when devices are scaled for 10-GHz
operations. The differential lines are 3-mm long, 14-m
wide, and are spaced 4m apart in metal six. Although the de-
sign parameters are identical to the ones used in the example in
Section II, the additional loading of testing and tuning circuitry
and layout parasitics reduces the length required to oscillate
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Fig. 14. Die micrograph.

Fig. 15. Test chip layout and timing measurement.

at 10 GHz and increases the necessary transconductance. Each
SWO consists of five cross-coupled pairs with 90-m-wide de-
vices. The transconductance of each cross-coupled pair is vari-
able from 0 to 25 mS by changing the bias current; 18 mS is
required to start oscillation. The grid is tunable from 9.8 to
10.5 GHz (6.4% range) with accumulation-mode MOS varac-
tors that are positioned 400m from the ends of the SWOs.
Grid tuning extends the locking range and facilitates intentional
skewing of specific grid segments for testing purposes. The total
SWO capacitance is 48 pF, of which only 12 pF is from the in-
terconnect itself. The considerable 36 pF of self-loading from
the cross-coupled pairs will significantly reduce as the design
is ported to future generations of devices. The SWOs consume
378 mW (5.25 mA/ccp) which is comparable to the 389 mW
of power required to drive the 12-pF interconnect capac-
itance digitally at 10 GHz. The measured sensitivity to power
supply variations is 0.33 MHz/mV near 1.8 V, even less than ex-
pected from Section III, and oscillations are possible for supply
voltages down to 1.4 V. A die micrograph of the prototyped
clock grid is shown in Fig. 14.

On-chip skew is measured with a homodyne technique that
converts phase into dc voltage (Fig. 15). The clock signal is
tapped at eight points around the grid and routed through length-
matched transmission lines and multiplexers to a pair of mixers.
The mixers compare the phase of each clock signal to a refer-
ence phase that is set by a calibrated off-chip phase shifter. The
grid is folded to minimize the distance from tapping points to the

Fig. 16. Measured skew with different injection amplitudes.

mixers. The maximum sensitivity was measured to be 60 fs/mV
by varying the reference phase with the phase shifter and ob-
serving the resulting change in the differential dc output voltage.

Clock skew was measured while individually sweeping three
variables: the amplitude of the injected signal, the frequency of
the injected signal, and the tuning of the grid. First, the grid was
tuned—using a single control voltage for all of the varactors—to
10.00 GHz and injection locked by an externally generated ref-
erence signal with amplitudes of 63, 125, and 250 mV. Fig. 16
shows the skew across the grid as a function of the injected
signal amplitude. The perspective for this graph is looking side-
ways toward the long side of the grid. The clock phase around
the grid is largely invariant to the amplitude of the injected
signal except at the injection point. The phase at the injection
point varies by 1.6 ps over the range of input amplitudes. Lower
locking amplitude results in less global skew, but there is a
tradeoff since the locking bandwidth is proportional to the am-
plitude of the injected signal. The locking bandwidth is 0.7%,
1.5%, and 3.7%, respectively, for the injected signal amplitudes.

Next, the skew was measured while using a 125-mV injected
signal to sweep the grid across its locking range. Fig. 17 shows
that driving the grid off-resonance causes a skew gradient. As
discussed in Section II, stronger coupling can reduce this gra-
dient, but will also shrink the size of the grid since more of the
SWO length will be in the stubs. The skew calculated using the
model from Section IV is also plotted in Fig. 17 and shows good
agreement with the measured results (1.5-ps difference). The
model captures the shape of the skew gradient and the effects of
injection locking.

Finally, the skew was measured when one-half of the grid
was detuned by 1% to 10.10 GHz using the on-chip varactors.
The resulting free-oscillating frequency is 10.05 GHz, which is
the ensemble average of the oscillators. The grid was injection
locked with a 125-mV signal from 10.00 to 10.10 GHz and the
measured skew is shown in Fig. 18. These results illustrate how
SWO mismatches cause skew gradients across the grid. Note
that the portion of the grid tuned to 10.10 GHz leads the portion
tuned to 10.00 GHz in phase.
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Fig. 17. Measured (—) and modeled (��) skew over locking range.

Fig. 18. Measured skew for detuned grid.

The clock jitter was measured for the same three locking
amplitudes while the grid was swept across the corresponding
locking ranges. The results indicate that jitter is nearly con-
stant except at the edges of the locking range, where it increases
rapidly (Fig. 19). The resolution of this measurement was lim-
ited by the jitter of the signal generator that provided the ref-

Fig. 19. Measured clock jitter for different locking amplitude and frequency.

erence clock. The measured jitter for the signal generator was
1.5-ps rms and is shown as the baseline in Fig. 19. Based on the
jitter near the center of the locking range, the jitter added by the
clock grid was about 0.8-ps rms.

VI. CONCLUSION

The first on-chip standing-wave clock distribution has been
demonstrated. This approach benefits from the invariant phase
property of standing waves and the phase averaging effect of
coupled oscillators. A method for overcoming on-chip inter-
connect losses to generate ideal standing waves has been pre-
sented. The standing-wave oscillators can be coupled together
to form a clock grid that injection locks to an external clock
source. A model for networks of strongly coupled oscillators
was introduced and verified with measured and simulated data.
A 10-GHz clock grid was demonstrated that achieves low skew
and jitter. Based on these results, we believe that standing-wave
clock distribution will be an attractive and scalable alternative
to H-trees for future microprocessors as clock frequency scales
to 10 GHz and beyond.
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