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Abstract

In this paper, we study the leakage-aware voltage scaling prob-
lem for Chip Multi-Processor (CMP) architecture with minimum
power supply cost, and formulate the problem as a simultaneous
Voltage Scaling and Voltage domain Partitioning (VSVP) prob-
lem subject to constraints on performance and power. To effi-
ciently explore the large multi-dimensional solution space, we de-
velop an analytical performance model for CMP considering on-
chip communication contentions and heterogeneous Vdd for pro-
cessor cores. Compared to cycle-accurate simulation, our analyt-
ical model has a high fidelity and an average error of 4%. Con-
sidering a CMP-based network processor for Voice over IP (VoIP)
applications with Quality-of-Service (QoS) guarantee, we find that
a single voltage domain with homogeneous voltage scaling is suffi-
cient to reduce dynamic power. However, the ever-increasing leak-
age power necessitates multiple power domains and heterogeneous
Vdd cross domains. Such leakage-aware VSVP solution consumes
22.2% less power compared to the leakage-oblivious VSVP solu-
tion, when leakage power is considered during power calculation
for both solutions.

1. INTRODUCTION

Over the past several years, performance improvement for the tra-
ditional monolithic uniprocessor architecture by increasing clock
rate and instruction per cycle (IPC) has resulted in diminishing re-
turns [1]. Meanwhile, Chip Multi-Processor (CMP) architecture
has become increasingly attractive as it can execute multiple tasks
on different on-chip processor cores simultaneously, and therefore
effectively improve the system performance [2].

Performance and power aware CMP design has been stud-
ied recently. [3] developed a performance model based on the
M/D/1 queue model for CPU utilization rate and a design space
exploration method for CMP-based network processors consider-
ing performance, power, and area. [4] proposes a simulation-based
power-aware architecture exploration for multiprocessor system-
on-chip. No specific power reduction techniques were proposed
in either [3] or [4]. A number of studies have considered dynamic
voltage scaling (DVS) for power reduction in multiprocessor sys-
tems. Considering traditional multiprocessor systems, [5, 6] tar-
geted on hard real-time task deadlines and [7] studied QoS guaran-
tee for soft real-time systems. Leakage power was not considered
in [5]-[7]. [8] considered leakage power in the study of voltage
scaling for multiprocessor system-on-chip. [5]-[8] all focused on
task scheduling and resource allocation. In addition, [5]-[8] all as-
sumed that each processor may have a customized supply voltage
(V dd), and therefore for CMP, an individual voltage domain con-
taining a voltage regulator module (VRM) and a separated power
routing network is needed for each processor. This assumption

may lead to a prohibitively high cost for the system power supply.
Considering the ever-increasing leakage power in nanometer

technology, we study in this paper the leakage-aware voltage scal-
ing problem for CMP with minimum power supply cost. We il-
lustrate our methodology using a CMP-based network processor
system for VoIP with QoS guarantee [19]. Our primary contribu-
tions include:

• We develop an analytical performance model for CMP con-
sidering on-chip communication overhead and heterogeneous
Vdd for processor cores. Compared to cycle-accurate sim-
ulation, our model is extremely efficient with high fidelity.
Its average error is 4%, and the maximum error is 8%.

• We formulate the leakage-aware voltage scaling problem
with minimum power supply cost as a simultaneous Volt-
age Scaling and Voltage domain Partitioning (VSVP) prob-
lem. Subject to the constraints on performance and system
power, the VSVP problem decides the discrete voltage level
for each processor core (or PE) and the voltage domain par-
tition for the CMP in order to minimizes power supply cost.
We obtain VSVP solutions by leveraging our analytical per-
formance model and simulated annealing to efficiently ex-
plore the multi-dimensional solution space.

• Our experiments show that a single voltage domain with ho-
mogeneous voltage scaling is sufficient to reduce dynamic
power. However, the ever-increasing leakage power ne-
cessitates multiple power domains and heterogeneous Vdd

cross domains. Such leakage-aware VSVP solution con-
sumes 22.2% less power compared to the leakage-oblivious
VSVP solution, when leakage power is considered during
power calculation for both solutions.

To the best of our knowledge, this paper is the first in-depth study
on leakage-aware voltage scaling for CMP considering both volt-
age scaling and voltage domain partitioning to minimize power
supply cost.

The rest of this paper is organized as follows. Section 2 presents
system architecture and problem formulation. Section 3 intro-
duces the CMP performance model. Section 4 studies cost-optimal
VSVP solutions. We conclude in Section 5.

2. SYSTEM OVERVIEW AND PROBLEM
FORMULATION

2.1. System Architecture

The overall structure of our CMP is shown in Figure 1. There are
multiple processor cores on the same chip. We call each processor
core a Processing Element (PE). Each PE is a fully functional mi-
croprocessor with local cache. A memory controller is in charge of
off-chip memory accesses. It receives the memory requests from



PEs, performs necessary read or write operation to off-chip main
memory, and returns the responses of memory requests to PEs.
PEs and the memory controller communicate with each other via
on-chip communication mechanism by a common bus. Further-
more, there may be multiple on-chip voltage domains. Each volt-
age domain may supply Vdd to one or multiple PEs, and all PEs
supplied by the same voltage domain always have the same Vdd.
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Figure 1: System architecture.

2.2. Voltage Scaling and Voltage Domain Partitioning

Voltage scaling in multiprocessor systems has more flexibility since
we can apply different Vdd to different PEs. Specifically, we ex-
plore the following two design spaces for voltage scaling in CMP:
First, we consider discrete Vdd levels. Each PE can only be sup-
plied with limited choices of Vdd. We call each available Vdd as
one Vdd level and voltage scaling with a total of X available Vdd

as X-level scaling. More Vdd levels enables finer-grain voltage
scaling and larger power reduction. However, fewer Vdd levels
simplifies the design of voltage regulator module (VRM) and re-
duces the synchronization overhead for communication between
different system modules (e.g. PE-to-PE or PE-to-memory con-
troller) for voltage level conversions. Clearly, there is a trade-off
to explore.

Secondly, a CMP can have multiple voltage domains com-
posed by PEs and the associated power supply source. More do-
mains provide larger flexibility for voltage scaling in CMP, but
lead to a higher cost as more VRMs are required. In our work,
we call the voltage domain partitioning with a total of Y voltage
domains in a CMP as Y -domain partitioning. When the whole
chip has only one voltage domain (1-domain partitioning), volt-
age scaling for CMP degrades to the traditional voltage scaling for
uniprocessor.

It is easy to see that we can achieve maximum power saving
when one voltage domain contains only one PE (i.e. N-domain
partition where N is the total number of PEs) and the number of
Vdd levels is maximized. We call this case ideal case as it provides
the upper bound of power reduction by voltage scaling and voltage
domain partitioning.

2.3. Problem Formulation

We assume that there are n total PEs in our CMP. In our CMP,
each PE has a supply voltage Vdd depending on voltage scaling
and voltage domain partitioning, and the clock frequency F and
power consumption P associated with Vdd. We choose instruction
throughput as the metric for performance of each PE, which is
equal to the product of F and IPC. The total system throughput
of a CMP is the sum of throughput of all PEs.

We formulate our co-optimization problem as follows:

Formulation 1 simultaneous Voltage Scaling and Voltage do-
main Partitioning (VSVP) problem: Given a total of n avail-
able PEs, system throughput requirement PF , maximum number
of Vdd level M , power under ideal case Pideal, r percentage of
power overhead of Pideal, and cost models for voltage domains
and Vdd levels, find the solution with X-level scaling, Y -domain
partitioning and a set of {Vi}, 1 ≤ i ≤ n, with minimum total
cost of power supply, and subject to

n�

i=1

Pi ≤ (1 +
r

100
)Pideal (1)

n�

i=1

(Fi × IPCi) ≥ PF (2)

where Pi and Fi are functions of Vi.

Due to bus contentions, the IPC for individual PEs may be less
than that when the same PE is in a uniprocessor system. In Formu-
lation 1, IPCi not only depends on the microarchitecture of each
PEs, but also depends on the number n because the more PEs, the
more memory requests and responses between PEs and the mem-
ory controller, and therefore the longer average memory access la-
tency for each PE. Furthermore, different memory access patterns
are presented when different PEs have different clock frequencies
Fi

1. Such patterns also affect the average memory latency. Hence,
IPCi also depends on the selection of Fi. We will discuss the IPC
model in Section 3.

In realistic hardware implementations, we can pre-calculate
the solutions of voltage assignment Vi, 1 ≤ i ≤ n for each PE,
under different performance requirement scenarios, and store those
solutions into a look-up table. The appropriate voltages to assign
at runtime can simply be obtained from this look-up table.

2.4. Network Packet Processing Platform

We choose CMP-based network processors targeting at Internet
packet processing for Voice over IP (VoIP) applications as the plat-
form to perform our study. Since packet processing is a highly par-
allel workload (there is little or no dependency between packets
in most cases), network processors implemented as Chip Multi-
Processors (CMPs) or multithreaded processors are a natural de-
sign point for achieving both high performance and high efficiency
(in silicon area and power) [11]. Soft real-time application such as
VoIP, can tolerate a certain level of packet loss, introducing the
need for an appropriate Quality-of-Service (QoS) guarantee as the
performance requirement [19].

In this paper, we assume all PEs in a CMP network proces-
sor execute the same application. It takes A instructions for each
PE to process one packet. Packets will be dropped if they cannot
be processed promptly to meet their deadline. The performance
requirement to satisfy QoS guarantee can be derived as

QoS requirement =
outgoing packet rate

incoming packet rate
(3)

PF = A × QoS requirement × incoming packet rate (4)

where QoS requirement and incoming packet rate are de-
cided by system specification.

1Voltage scaling is only applied to PEs but not memory controller.



3. PERFORMANCE MODEL WITH VOLTAGE SCALING

In this section we study the CMP performance model. Our model
includes an analytical IPC model to estimate the IPC of each PE
considering bus contentions and different clock frequencies for
different PEs due to heterogeneous Vdd. We first present the IPC
model assuming uniform clock frequency for all PEs, and then ex-
tend the models to consider heterogeneous clock frequencies.

3.1. IPC Model

Assuming all PEs run at the same clock frequency, we propose the
IPC model based on the queuing theory. Our CMP has n PEs, one
shared bus and one shared memory module. For each PE to pro-
cess one packet, it needs to execute A instructions, issue M mem-
ory requests and spend C cycles. C can be further broken down
into two parts: (1) Cp cycles for computation and cache accesses,
and (2) Cm cycles for memory accesses. We assume each PE halts
(in-order microarchitecture for each packet processor) when it has
any unsatisfied memory request, so Cp and Cm do not overlap.
Cm can be presented as the product of M and the average mem-
ory latency Ta. Therefore, the IPC for each PE is

IPC =
A

Cp + M ∗ Ta

(5)

The average memory request rate R is defined as

R =
M

Cp

(6)

When the number n increases, Cp and M stay constant but Ta

will increase due to bus and memory contention. So IPC will
decrease. We assume all n PEs are running the same applications
and each application is assigned a separate address space, so there
is no memory coherence problem and all the above parameters
are the same for all PEs. Hence, the total memory request rate to
memory may be between 0 (when all PEs are waiting for unsolved
memory requests) and n ∗R (when all PEs issue memory requests
at the same time).

    Server
(Memory module)

...

   Queue 
(buffer/bus)

    Arrival
(Memory requsts)

    Departure
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Figure 2: Queuing model for bus and memory structures. The
queue includes the bus and the memory request buffer inside the
memory controller. The server models the memory module.

The bus, memory controller, and memory structures can be
modeled as a queuing system as shown in Figure 2, where bus and
memory request buffer in the memory controller are modeled as
the queue and the off-chip main memory module are modeled as
the server. The overall system latency is the average memory la-
tency Ta observed by each PE. Since each PE is either running or
waiting for memory responses, this queueing system is best mod-
eled as a finite source queue such as that in the machine repair

problem [12] instead of a general M/D/1 queue2. Therefore, for n

PEs, the probability for exactly i memory requests to reside in the
system is given in [12] as

pi =
n!

(n − i)!
∗ r

i ∗ p0 (7)

p0 =
1� n

i=0 i ∗ ri ∗ n!
(n−i)!

(8)

where p0 is the probability for the case when no memory request
in the queueing system. The average number of memory requests
in the system L is given by

� n

k=1 (k ∗ pk). According to Little’s
formula [12], the total system latency, i.e., the total memory access
latency Ta, can be calculated as

Ta =
L

R ∗ (n − L)
(9)

Finally, the system IPC can be calculated by (5).

3.2. Consideration of Heterogeneous Clock Frequencies

Our IPC model in Subsection 3.1 can be easily extended to con-
sider different clock frequencies for different PEs. In this case, we
can no longer use cycle as the universal time unit as in Subsec-
tion 3.1. Instead, we use second as our time unit. The per-second
memory access rate is represented as Rs for the whole system and
Rs

i for PE number i. The memory access latency is T s
a seconds.

We only consider voltage scaling to PEs, but do not scale voltage
of bus, memory controller, and memory modules. Therefore, T s

a

stays constant regardless of each PE’s clock frequency F .
We keep the form of the analytical formulas in Subsection 3.1,

except for two changes: (1) assuming each PE has an access rate
Rs

i , we use the maximum rate Rmax = maxn
i=1(R

s
i ), ∀1 ≤ i ≤

n as the access ratio R in (9); and (2) we use the equivalent to-

tal PE number neq = � n
i=1

Rs
i

Rmax
to replace the total PE number

n in Subsection 3.1. After that, T s
a can be calculated following

the same approach in Subsection 3.1. Finally, we calculate the
throughput of each PE as A

CP
F

+M∗T s
a

, and the system throughput

is the sum of the throughput from all PEs.

3.3. Model Verification

We verify our model by cycle-accurate simulation. We use Sim-
pleScalar/ARM [13] toolset for ARM architecture [14] as the PE
simulator, and develop additional programs to simulate the bus,
memory controller, and memory module. We configure each PE
simulator similar to the StrongARM microprocessor [15] as an in-
order, single issue, RISC microprocessor supporting ARM instruc-
tion set. Each PE also has two separate 4KB direct-mapped caches
with 32-byte linesize for instruction and data, respectively. In total
we have eight PEs in our CMP. Note that given the large number
of PEs on the same chip, the complexity of this CMP is no less
than the state-of-the-art microprocessor designed today, although
each PEs has very simple microarchitecture. Our memory mod-
ule has a latency of 128 cycles but can handle up to 8 requests at
the same time due to internal pipelining and subbanking. During
simulation, we create multiple instances of PE simulators and all
of them communicate with the bus-memory simulator via UNIX
interprocedure calls.

2Infinite number of sources are assumed in general M/D/1 queues



Benchmark crc md5 nat route tl
A 14772 21656 7089 616 197
M 101 690 315 11 6
Cp 27722 44630 12960 1380 446

Table 1: Average memory accesses M and core cycle Cp for one
PE to process one packet.

We choose netbench suite [16] as our benchmarks and use
packet traces available in public domain from [17]. During each
round of simulation, all PE simulators execute the same bench-
mark binary as we assume all PEs are running the same appli-
cation. For each benchmark on every PE simulator, we always
fastforward instructions to process 500 packets, and then collect
simulation results for instructions to process another 500 pack-
ets. Table 1 lists the profiles of all benchmarks we choose from
the netbench suite. Although we assume statistics for each bench-
mark binary can be gathered offline and fed into our controller for
system optimization, our approach is easily extensible to mixed-
application and dynamic-variation within a single application.We
can either store the profile information in a fixed table for each
connection/packet type, or capture profiles at runtime with peri-
odic profiling for each connection/packet type.

Figure 3: The comparison between simulation and our analytical
formula for total sum of IPC among all PEs. In the figures, the
solid lines indicate results from simulation and the dotted lines
are obtained from our performance model. Five benchmarks from
netbench are chosen: crc, md5, nat, route, and tl.

Assuming all PEs have a uniform clock frequency, we may
use the total sum of IPC to represent the total throughput. Figure
3 presents the comparison between simulation and our analytical
model. We try five benchmarks in netbench: crc, md5, nat, route,
and tl, and choose PE number from 1 to 16. From Figure 1 it is
easy to see that our analytical model correctly tracks changes of
throughput for different PEs with a small error bound. Compared
to cycle-accurate simulation, our model is extremely efficient with
a high fidelity, and achieves an average error of 4% and the maxi-

mum error of 8%.

Figure 4: The comparison between simulation and our model for
total throughput over eight PEs. Five benchmarks are selected
from netbench: crc, md5, nat, route, and tl.

PE 1 2 3 4 5 6 7 8
F (GHz) 3.09 2.75 2.42 2.11 1.81 1.53 1.27 1.02

Table 2: Clock frequencies for eight PEs in Figure 4

We further modify the PE simulator to handle different clock
frequencies for different PEs and verify our models. Figure 4 com-
pares the total instruction throughput of eight PEs between simu-
lation and our model. The clock frequency for each PE is given in
Table 2. Overall, our model correctly predicts the system through-
put with a high fidelity. The average error is 4% and the maximum
error is 8%.

4. COST-OPTIMAL VSVP SOLUTION

In this section we study the cost-optimal VSVP solution. We first
present our power model, cost model, and the Vdd-F relation-
ship model, then show the system specification and experimental
settings, and finally discuss leakage-oblivious and leakage-aware
VSVP solutions. All power and cost value in this section is nor-
malized to the ideal case.

4.1. Models

In our power model, we consider both dynamic power and leakage
power. The dynamic power is given as

Pd = CVdd
2
F (10)

where C is the effective switching capacitance as 0.43 × 10−9

for 70nm technology [9]. Leakage power becomes important in
deep-submicron semiconductor design. In our work, we choose
the leakage power model from [18], which includes the subthresh-
old and the reverse bias leakage power. For a given supply voltage
Vdd, the leakage power Ps is given by (11) where Isub is the sub-
threshold leakage current given by (12):

Ps = Lg(VddIsub + |Vbs|Ij) (11)

Isub = K3e
K4Vdde

K5Vbs (12)

where Lg , Ij , K3, K4 and K5 are technology constants given in
Table 3 for 70nm technology from [18]. When a PE is processing



a packet, it consumes both Pd and Ps. When a PE is idle waiting
for incoming packet, it only consumes leakage power Ps.

Var Value Var Value Var Value
K3 5.38 × 10−7 K4 1.83 K5 4.19
Ij 4.8 × 10−12 Lg 4 × 106

Table 3: Technology constants in our power model for 70nm tech-
nology [18].

For a PE with given Vdd, we choose the formulas from [18] to
determine its clock frequency F , as shown in (13) where Vth is the
threshold voltage given by (14):

F =
(Vdd − Vth)α

LdK
(13)

Vth = Vth1 − K1 ∗ Vdd − K2 ∗ Vbs (14)

where α = 1.5, Vth1 = 0.244, K1 = 0.063, K2 = 0.153,
Ld = 37 and K = 5.26×10−12 [18]. We choose Vbs = -0.7V for
70nm technology [9].

Our cost model includes the cost ratio between one voltage do-
main and one Vdd level. The cost of voltage domains is decided by
VRMs and power supply routing network. The cost of Vdd levels
is decided by fine-tuning existing VRMs and off-chip L-C compo-
nents [20]. Obviously the cost of one additional voltage domain
is orders of magnitude larger than the cost of one additional Vdd

level. For simplicity, we assume that the cost ratio between one
voltage domain and one Vdd levels is 1000:1. However, any cost
model for power supply can be applied to our methodology.

4.2. System Specifications and Experimental Settings

We assume our CMP can handle up to 4000 network channels
where each channel has an incoming packet rate of 100 per sec-
ond. Such packet rate is sufficiently large for VoIP applications
[19]. The total incoming packet rate for the whole CMP is the
product of channel number and the packet rate per channel. This
rate is distributed to PEs proportionally to their clock frequencies.
In our experiments, we choose the QoS requirement as 95%. We
set our target power overhead as less than 20% (r = 20) of Pideal.

Number of Vdd levels Vdd setting
1 1.0V
2 0.5V and 1.0V
3 0.5V, 0.75V and 1.0V
6 from 0.5V to 1.0V with step of 0.1V

11 from 0.5V to 1.0V with step of 0.05V

Table 4: Selection of Vdd levels and corresponding Vdd in our ex-
periments.

For voltage scaling, we adjust Vdd between 0.5V and 1.0V.
The clock frequencies for this range of Vdd are between 390MHz
and 3.09GHz according to (13) and (14). Different selections of
Vdd level are presented in Table 4. Furthermore, we also explore
the following voltage domain partitioning: 1-domain, 2-domain,
4-domain, and 8-domain. According to our cost model, we derive
the normalized cost for each level-domain combination as shown
in Table 5.

Number of Vdd levels
1 2 3 6 11

1-domain 0.1249 0.1251 0.1252 0.1256 0.1262
2-domain 0.2498 0.2499 0.2500 0.2504 0.2510
4-domain 0.4994 0.4996 0.4997 0.5001 0.5007
8-domain 0.9988 0.9989 0.9990 0.9994 1.0000

Table 5: Cost.

In the study of VSVP problem, we keep the same PE microar-
chitecture and benchmark settings as those in Section 3. For each
combination of voltage levels and power domain partitioning in
Table 5, we use simulated annealing to decide the optimal Vdd for
each PE for power minimization while satisfying the performance
requirement.

4.3. Leakage-Oblivious VSVP Solution

Table 6 shows the power consumption considering only dynamic
power. From this table we can see that voltage scaling and volt-
age domain partitioning both can effectively reduce the total sys-
tem power. With 1-level scaling, increasing the number of voltage
domain can reduce power to as little as 13% more than the ideal
case. Similarly with 1-domain partitioning, increasing the num-
ber of Vdd levels can reduce power to about 11% more than the
ideal case. Clearly, multiple Vdd levels are as efficient as multi-
ple voltage domains in terms of power reduction. However, the
design with multiple Vdd levels is favored due to the higher cost
of additional voltage domains compared to additional Vdd levels.
According to our target power overhead (20%) and the cost model
in Table 5, the optimal leakage-oblivious solution is 3-level and
1-domain.

Number of Vdd levels
1 2 3 6 11

1-domain 2.11 2.07 1.17 1.24 1.11
2-domain 1.59 1.58 1.07 1.06 1.06
4-domain 1.31 1.30 1.07 1.05 1.02
8-domain 1.17 1.17 1.04 1.01 1.00

Table 6: Power consumption considering only dynamic power. All
value are the average over five benchmarks from netbench: crc,
md5, nat, route and tl.

4.4. Leakage-Aware VSVP Solution

Table 7 shows the power consumption considering both dynamic
and leakage power. From Table 7 it is easy to see that multiple
voltage domains become more effective in power reduction than
multiple Vdd levels when leakage power is taken into account. As
leakage power becomes significant, shutting down PEs has large
impact on power reduction; therefore, the flexibility of additional
domains is beneficial. Compared to the ideal case, 1-domain par-
titioning with maximum number of Vdd levels (11 in our experi-
ments) consumes 43% more power with both leakage and dynamic
power considered, in contrast to merely 11% (see Table 6) over-
head when leakage is ignored. Clearly, a single voltage domain
may be sufficient to reduce dynamic power, but with the ever in-
creasing leakage power in the deep sub-micron design era, multi-
ple voltage domains are necessary for efficient power reduction in
CMP.



Number of Vdd levels
1 2 3 6 11

1-domain 3.49 2.83 1.53 1.59 1.43
2-domain 2.02 1.85 1.19 1.16 1.14
4-domain 1.37 1.33 1.16 1.04 1.02
8-domain 1.13 1.12 1.07 1.02 1.00

Table 7: Power consumption considering both dynamic and leak-
age power. The settings are the same as Table 6.

Domain First Second Third Fourth
Vdd 0 0.8V 0.9V 0.9V

Table 8: Vdd for each voltage domain under the leakage-aware
optimal solution (3-level and 4-domain). The benchmark is md5.

With respect to the target power overhead and the cost model
in Table 5, the leakage-aware cost-optimal solution is 3-level and
4-domain. Table 8 shows the Vdd assignment results under the
leakage-aware optimal solution. Compared to the results under the
leakage-oblivious optimal solution (3-level and 1-domain), where
all PEs have the same Vdd 0.75V, it is easy to see that leakage-
aware VSVP solution tends to use heterogeneous Vdd because shut-
ting down PEs helps to reduce leakage power, but leakage-oblivious
VSVP solution favors turning on more PE and evenly reducing
their Vdd. Table 9 compares the power consumption under leakage-
oblivious and leakage-aware VSVP solutions3 when both dynamic
and leakage power are considered. The leakage-aware solution
consumes 22.2% less power compared to the leakage-oblivious so-
lution. This result clearly shows that optimal VSVP solutions are
only achieved by considering both dynamic and leakage power.

Leakage-oblivious Leakage-aware
(3-level and 1-domain) (3-level and 4-domain) Decrease

1.53 1.19 22.2 %

Table 9: Power consumption under cost-optimal leakage-oblivious
and leakage-aware VSVP solutions, when both leakage and dy-
namic power are considered.

5. CONCLUSIONS

We have studied the simultaneously voltage scaling and voltage
domain partitioning for Chip Multi-Processor (CMP) architecture,
subject to performance and system power constraints (VSVP prob-
lem). We have developed the analytical performance model for
CMP with voltage scaling to explore the large multi-dimensional
solution space. Considering a CMP-based network processor for
Voice over IP (VoIP) applications with Quality-of-Service (QoS)
guarantee, we have found that a single voltage domain with ho-
mogeneous voltage scaling is sufficient to reduce dynamic power.
However, the ever increasing leakage power necessitates multi-
ple power domains and heterogeneous Vdd cross domains. Such
leakage-aware VSVP solution consumes 22.2% less power com-
pared to the leakage-oblivious VSVP solution, when leakage power
is considered during power calculation for both solutions

In this study we assume the performance constraint is constant
(i.e. constant incoming packet rate and QoS requirement). Our

3We verify that performance required by QoS is satisfied in both solu-
tions by cycle-accurate simulation.

future work will consider the dynamic behavior of the incoming
packet rate and QoS requirement and study the dynamic voltage
scaling considering the transient overhead of voltage change.
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