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ABSTRACT
The energy consumption of SoC architectures for multimedia pro-
cessing is now as important as their performance because of the
plethora of battery-operated devices running multimedia applica-
tions. In this paper, we present an analytical framework to eval-
uate the performance and the power of a dual-processor SoC ar-
chitecture that supports dynamic frequency scaling in an integrated
manner. As a result, we identify performance and energy bounds
associated with platform configuration tradeoffs that includes op-
erating frequencies of the processors, buffer sizes, buffer types and
scheduling schemes. It is difficult and costly for simulation-based
approaches to evaluate such tradeoffs because of the bursty nature
of multimedia traffic and the high variability in the multimedia pro-
cessing requirements. Furthermore, our model accounts for the im-
pact of leakage power of platforms built with nanometer range pro-
cess technologies.

1. INTRODUCTION
The convergence of hand-held devices has seen the emergence

of multimedia applications to be an important class of applications
running on such devices. The architecture of multimedia process-
ing devices is typically that of a system-on-chip (SoC) platform.
SoC platform designs often involve tradeoffs among conflicting
factors such as performance, power consumption and cost. The
nature of multimedia applications, in particular, the processing of
variable bit rate streams, brings a new dimension to these tradeoffs.

Many new methodologies, languages and tools have been devel-
oped to improve the productivity of designers. Most of these [12,
13, 15] focus on the enhancement of the performance and the qual-
ity of the applications due to the complicated nature of the multi-
media streams.

In the context of multimedia processing on hand-held devices,
the issue of power consumption is as important as performance.
Considerable amount of efforts have been expended to address the
issue of power-awareness. Proposals include dynamic voltage and
frequency scaling (DVFS) [4, 3, 10, 17], dynamic power man-
agement (DPM) [11] and energy consumption management [2].
Most of these techniques partition multimedia workloads in differ-
ent ways in order to exploit the advantages of different scheduling
methods to save energy (thereby extending battery life) with guar-
anteed quality of service for multimedia applications.

The issues of power and performance are tightly coupled. In
this paper, we propose a methodology for considering these two is-
sues as an integrated problem. We start with the following problem
statement.
Problem Statement: Given a SoC platform containing multiple
processors and buffers and an multimedia application running on
the platform, we are interested in reducing the overall energy con-

sumption without undermining quality of service guarantees. A
guaranteed playback rate would be an example of the latter.

Many issues pertaining to this problem often pose serious chal-
lenges to platform designers. The following are some of the fac-
tors to be considered: multiple frequency settings of processors on
the SoC platform, dynamic frequency and voltage scaling policies,
processor customization to cater for applications, and the parameter
extraction to characterize the burstiness of multimedia applications.

Some of the above issues have become industrial interests since
the availability of the Intel XScale processor [16] and the Trans-
meta Crusoe processor [14]. These processors allow voltage and
frequency values to be adjusted dynamically. Platform designers
are interested in applying various DFS schemes to tradeoff perfor-
mance and energy consumption.
Our contribution and relation to previous work: In this pa-
per, we present an analytical framework which provides platform
designers the capability to analyze both performance and power.
Apart from a generalization of previous works [7, 8], this frame-
work addresses the energy consumption issue in an integrated man-
ner. Another important fact is that the leakage power starts to domi-
nate power consumption as process technology progressed to below
90nm. Therefore, leakage power has to be considered in current
real-time systems [5]. Our model goes beyond previous work [6]
on modelling SoC platforms for multimedia applications by tak-
ing (i) the leakage power into consideration, (ii) frequency tuning
of multiple (two) processors instead of a single processor, and (iii)
a scheduling policy consisting of a choice of the duty cycle and
scheduling period.

Our framework is built on top of a concept ofvariability charac-
terization curves(VCCs) [7, 8]. VCCs focus on descriptions of the
variances in the metrics characterizing multimedia applications.

To obtain the energy metrics, our VCC framework first applies
performance analysis to the incoming and outgoing streams of the
different PEs and buffers. With results from the performance anal-
ysis, the experimental results of [11] and the specifications [16, 14]
are used to calculate the lower and upper bounds of energy dissipa-
tion of the PEs and the buffers. Consequently, the bounds of total
energy costs of the whole SoC platform are obtained by summing
up the energy consumption of all the PEs and buffers.

The effectiveness and usability of our framework will be illus-
trated with a case study. A simple dynamic frequency scaling (DFS)
scheme will be tested in our experiments with multiple operating
frequencies. The difference in the impacts of the scheme on both
the total energy dissipation and the performance of the SoC plat-
form with configuration tradeoffs will be clearly observed in the
experimental results. We shall also illustrate the impact of the leak-
age power on the tradeoffs between adjustments for better perfor-
mance and designs for energy consumption reductions.
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Figure 1: Stream processing on a dual-processor SoC platform

The remainder of the paper will begin with Section 2 to formu-
late the problems. Section 3 will detail descriptions of variability
characterization curves. Section 4 will present our power model in-
tegrated with the performance analysis. In Section 5 is a case study
to show the effectiveness of our integrated framework. This will be
followed by a few concluding remarks.

2. PROBLEM FORMULATION
In this paper, we shall consider a dual processor SoC platform

as a system-level model for multimedia stream processing. The
SoC architecture modelled shown in Figure 1 has two processing
elements (PEs) where different phases of a stream application are
carried out. Such phases are actually pipelined tasks implemented
on the two PEs. Each PE is assigned with one or more tasks. The
first PE takes in the stream input to the platform, finishes the task(s)
assigned to the PE on the input, then produces the outgoing stream
to the second PE. Just like the first PE, the second PE processes
the incoming stream by carrying out its task(s), then generates the
output stream. Accepting the output of the second PE is a real-
time client (RTC). Each PE has a FIFO buffer to store the incoming
stream. The buffer in front of the RTC is called theplayout buffer.
We believe that our analysis of this dual processor architecture can
be easily extended to a multi-processor pipeline.

We usex1(t) to denote the input stream of this application. This
is the number of stream objects that reachPE1 during the time in-
terval [0, t]. Similarly, we usex2(t) to denote the outgoing stream
of PE1, which is the input toPE2. PE2 performs its task(s)
on x2(t) and produces a third outgoing stream denoted byx3(t).
x3(t) is the final processed stream that is stored in a playout buffer
of sizeB. The playout buffer is consumed at a rate specified by
C(t), which represents the number of stream objects that are read
from the playout buffer during the time interval[0, t]. The tasks
on each PE will be specified by variability characterization curves
(VCCs) in next section.

3. VARIABILITY CHARACTERIZATION
CURVES

As described earlier, the performance issue is to guarantee the
playback rate. Since the RTC plays back the video from the buffer
in front of it, the playback rate is guaranteed if the playout buffer al-
ways contains enough data, i.e. it never underflows. LetB0 denote
the buffer fill level of the playout buffer andC denote the consump-
tion rate of RTC assuming the initial buffer fill level is0. Then the
constraint on the playout buffer underflowing can be stated as:

x3(t) ≥ C(t)−B0, ∀t ≥ 0 (1)

Similarly, the constraint on the playout buffer overflow can be stated:

x3(t) ≤ C(t) + B0, ∀t ≥ 0 (2)

In general, the constraint that the internal buffer in the theith PE
should not overflow, is:

xi+1(t) ≥ xi(t)− bi, ∀t ≥ 0 (3)

wherebi is the buffer fill level of the buffer of theith PE.
All of the inequalities (1 2 3) have to be satisfied as the perfor-

mance constraints in later analysis.
On each ofPE1 andPE2, the streams is scheduled by a sched-

uler, which apart froms also schedules other streams and real-time
tasks possibly implemented on these processors. Theservicere-
ceived bys at the two processors can be specified by service curves
σ1 andσ2, where these functions depend on the scheduling policies
used and their associated parameters. The variability associated
with processings on the two processors is specified by the VCCs
(κ1, π1, γ1) and(κ2, π2, γ2).

More detailed definitions of workload curveγ = (γl, γu), con-
sumption and production curvesκ = (κl, κu) and service curve
σ = (σl, σu) can be referred in [9].
Number of activations a(t): During the time interval[0, t], the
minimum and maximum number of activations ofT that can be re-
quested by the stream are equal toκl

i(x
min
i (t)) andκu

i (xmax
i (t))

respectively. Since the service guaranteed to the stream on theith
PE isσi, the minimum and maximum number of activations ofT
that are possible during[0, t] areγl

i(σ
l
i(t)) andγu

i (σu
i (t)) respec-

tively. Therefore, the minimum and the maximum number of ac-
tivations ofT that occur in[0, t], which we denote usingamin

i (t)
andamax

i (t) respectively, can be computed as follows (see [1] for
the mathematical background):
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Then clearly,xmin
i+1 = πl

i(a
min
i (t)) andxmax

i+1 = πu
i (amax

i (t)).
xi+1 serves as the input toPEi+1 and is possibly composed of
stream objects of a different type, compared to the stream objects
at the input of theith PE.

The above bounds can be used to compute the maximum backlog
of stream objects at the input of theith PE. This backlog denotes
the minimum amount of buffer that must be provided in theith PE
to guarantee that an overflow does not occur. Hence, the buffer size
bi is derived from [1] as follows:

bi = sup
t≥0

{xmin
i (t)−κl

i

−1
(amin

i (t)), xmax
i (t)−κu

i
−1(amax

i (t))}

(5)

4. POWER MODEL
We consider the energy of PEs and buffers in two different ways

separately. The PE’s energy is modelled as the accumulation of the
power consumption over the time. The buffer’s energy is modelled
as the effect of the amount of stored data [11]. We connect both the
methods to our performance analysis in Section 3.

In our power model, we take a simple DFS scheme into our con-
sideration. The simplest DFS scheduling policy is to switch theith
PE into the idle mode in one portion of every scheduling period
(ρi) of theith PE and switch theith PE back to the active mode in
the other portion. The scheduling period, measured in numbers of
CPU cycles, is the unit in which the DFS scheme is applied. For
example, if the scheduling period is 1,000 cycles, then under this
simple DFS scheme with aduty cycleof 0.5, the processor would
be active for 500 cycles, then idle for 500 cycles, then again active
for 500 cycles and idle for 500 cycles and so on. The scheme does



not affect the buffers since the buffers must be active constantly to
keep the data stored and accessible.

In summary, a DFS policy in this paper consists of a pair of fre-
quency choices for the two PEs, the duty cycle, and the scheduling
period. The latter two are the same for both processors. We believe
our model can be extended to allow for these last two parameters
to be PE-specific too but that would complicate the discussion.
PE’s energyEp,i: The energy of theith PE in the period[0, t]
comprises of two parts due to the scheduler’s actions. The first
part is the energy consumed in the active mode while the second is
the energy consumed in the idle mode. We usepactive

p,i to denote
the power of theith PE during an activation ofT that occurs in
[0, t]. pactive

p,i is a constant when theith PE is activated byT . pidle
p,i

denotes the power of theith PE in the idle mode.
In period[0, t], the maximum and minimum lengths of activation

durations in clock cycles on theith PE are denoted withLmax
p,i and

Lmax
p,i respectively. The clock frequency of theith PE is represented

by Ωi.
The maximum amount of active time in seconds is denoted by

tmax
active. Similarly,tmin

active represents the minimum amount of active
time in seconds.tmax

active andtmin
active are derived as follows:

tmax
active = amax

i (t) Lmax
p,i /Ωi

tmin
active = amin

i (t) Lmin
p,i /Ωi , (6)

whereamax
i andamin

i are derived in Eq. 4. The impacts of the
DFS scheme are directly on the service curves (σ1 andσ2), then
reflected onamax

i andamin
i .

Then the amount of idle time in[0, t] is t− tmax
active or t− tmin

active.
LetEmax

p,i andEmin
p,i represent the maximum and minimum amounts

of energy of theith PE spent on activations ofT in [0, t]. Emax
p,i and

Emin
p,i are obtained as follows:

Emax
p,i = pactive

p,i tmax
active + pidle

p,i (t− tmax
active)

Emin
p,i = pactive

p,i tmin
active + pidle

p,i (t− tmin
active) . (7)

If we consider the leakage power denoted byplk
p,i and the en-

ergy overhead of mode switching denoted byEsw
p,i , then Eq. 7 is

modified as follows:

Emax
p,i = pactive

p,i tmax
active + pidle

p,i (t− tmax
active) + plk

p,i t + Esw
p,i

Emin
p,i = pactive

p,i tmin
active + pidle

p,i (t− tmin
active) + plk

p,i t + Esw
p,i , (8)

whereEsw
p,i depends on the scheduling policy, andplk

p,i is given
by [5]:

plk
p,i = Vdd Isubn + |Vbs| Ij . (9)

In Eq. 9, the subthreshold current (Isubn), the body bias voltage
(Vbs) and the reverse bias junction current (Ij) are process technol-
ogy specific. For a fixed process technology, the variables which
platform designers can manipulate parts are the number of devices
in the circuit (Lg), and the supply voltage (Vdd).

We assume that the switch from the active mode to the idle mode
can be done instantaneously. The delay incurred by switching from
the idle mode to the active mode is calledwake-up delaydenoted
by Dwakeup. The number of occurrences of such switches is given
by t/ρi. ThenEsw

p,i is just:

Esw
p,i = pidle

p,i t/ρi Dwakeup . (10)

Energy consumption of the buffersEb,i: We usepb,i to denote
the power consumption of buffer in front of theith PE in [0, t].
pb,i is a constant in[0, t] since the buffer is always busy refreshing
the stream objects regardless of the status changes of theith PE.
We useEb,i to represent the energy amount of buffer in front of

processing element theith PE in[0, t]. The upper boundEmax
b,i is

calculated easily by:

Emax
b,i = pb,i Qmax

i , (11)

whereQmax
i is the maximum amount of stored data in bits in the

buffer in front of theith PE. This is simply the product of the size
of the objects and the maximum object queue length, i.e. the min-
imum buffer size obtained from Eq. 5. There is no general form of
the lower boundEmin

b,i because of the possibility that the minimum
amount of stored data drops to zero when an underflow case occurs.
It is safer to assume the lower bound ofQmin

i to be zero.
Total energy consumptionE: We sum up the amounts of energy
of all the buffers and PEs in[0, t] to obtain the maximum and min-
imum amounts of total energyEmax andEmin:

Emax = Σi(Eb,i + Emax
p,i )

Emin = Σi(Eb,i + Emin
p,i ) . (12)

The impact of the DFS scheme of the PEs is on the service
curves (σ1 andσ2), number of activations (amin

i andamax
i ), en-

ergy amounts of PEs and the total energy.

5. CASE STUDY: MPEG-2 DECODER
We present our experiments on an MPEG-2 decoder as our case

study in this section. One motivation of the experiments is to illus-
trate how to apply the analytical framework described previously.
Another more important objective is to derive the trade-off curves
so as to reveal how the energy consumption is associated with PE’s
operating frequencies and the DFS scheme.
Experiment Setup: For our experiments, we map an MPEG-2 de-
coder onto a high level SoC platform template shown in Fig. 1. The
decoder is partitioned into two coarse grain partitions implemented
on two processing elements, i.e.PE1 andPE2. The first partition
includes the tasks ofvariable length decoding(VLD) and inverse
quantization(IQ). The second partition performs theinverse dis-
crete cosine transform(IDCT) andmotion compensation(MC).

PE1 andPE2 work in a pipelined manner where synchroniza-
tion is achieved via FIFO buffers. The input stream enters the FIFO
buffer in front of PE1. The original input stream composes of
compressed bits.PE1 reads the input, produces partially decoded
stream data and writes the decoded data out to the FIFO buffers in
front of PE2. The input toPE2 is a sequence of partially decoded
macroblocks. PE2 completes the decoding algorithm and saves
completely decoded macroblocks in the playout buffer in front of
RTC. In our experimental settings, we use a customized version of
the SimpleScalar instruction set simulator to obtain the traces of
cycle requirements of the MPEG-2 decoder tasks.

We use a simple DFS schemes which keep PEs active and idle at
certain duty cycles. The DFS scheme can be implemented by ex-
ploiting theactiveandidle modes of the Intel 80200 processor [16]
which is based on Intel XScale micro-architecture. The Intel 80200
processor provides a simple instruction to enter the idle mode. To
wake up from the idle mode, a wake-up event in the form of either
the assertion of a FIQ (fast interruption) or the IRQ (normal inter-
ruption) pins. This DFS scheme can also be implemented on the
Transmeta Crusoe processor [14]. On the Crusoe processor, the ac-
tive mode is called theworkingmode, while the idle mode is called
theauto haltmode.

We summarize the Intel 80200 processor’s power parameters in
Table 1. The wake-up delay of the processor is of the same value
as the interrupt latency since the wake-up is made via an interrupt.
The minimum interrupt latency of Intel 80200 processor is3 clock
cycles. The power characteristics of Transmeta Crusoe processor



Symbol Parameter Max. Units
Core Current

733Mhz at 1.5v
ICC Active ICC 720 mA

Mode 400Mhz at 1.3v
ICC 410 mA

at 1.5v
ICC Idle ICC 190 mA

Mode at 1.3v
ICC 135 mA

Table 1: Intel 80200 XScale processor power characteristics.

Vdd Ωi(Mhz) pactive
p,i (W) pidle

p,i (W) plk
p,i(W)

0.55 100 0.08 0.05 0.18
0.60 167 0.10 0.11 0.20
0.65 233 0.18 0.15 0.25
0.70 300 0.28 0.24 0.29
0.75 367 0.37 0.34 0.34
0.80 433 0.52 0.45 0.40
0.85 500 0.68 0.59 0.46
0.90 567 0.85 0.75 0.53
0.95 633 1.08 0.93 0.62

Table 2: Transmeta Crusoe processor power characteristics.

are shown in Table 2. The wake-up latency of Transmeta Crusoe
processor is260ns.

For the buffer’s power specifications, we used the experimental
values ofpb,i previously reported in the literature [11]. A typical
value for 64 MB SDRAM buffer is0.012W/MB. The bounds of
energy consumption of buffers are calculated by Eq. 11 with the
values ofpb,i and results of Eq. 5.

The input video clip for the experiments with Intel XScale pro-
cessor parameters is the “susi” MPEG-2 video clip which has a
constant bit rate is 8 Mbps. The input video clip for the experi-
ments with Transmeta Crusoe processor parameters is the “auto-
motive” MPEG-2 video clip that has a constant bit rate of 4 Mbps.
To obtain the cycle requirements of the different tasks, the MPEG-2
decoder process is profiled with the models of PEs based on a cus-
tomized version of the SimpleScalar instruction set simulator. The
VCC curves(κ1, π1, γ1), (κ2, π2, γ2) are calculated off-line with
the cycle requirements.

The output of the VLD+IQ task onPE1 is characterized by
γi = (γl

i, γ
u
i ) curves, i.e. the lower and upper bounds of the pro-

duction rate. The VCCπi curves are straight lines whose slopes are
determined by the number of stream objects consumed or produced
by each task activation.

The client of the play-out buffer is a video playback device which
has a frame rate of25 frames per second and a resolution of704 by
576 pixels.
Underflow possibilities associated with PE’s scheduling periods
and DFS duty cycle:In this section, we start with the experimental
results on the associations between underflow possibilities and PE’s
scheduling periods based on the parameters of the Intel 80200 XS-
cale processor. The processor is manufactured using Intel’s 0.18-
micron processor technology with a minimum supply voltage of
1.1v. The sum of input and output leakage current is440µA [16].
Consequently, the leakage power is less than0.001 mW. At this
level, the leakage power is negligible, especially compared with
processors built using more recent technologies such as70nm and
90nm. For example, if projected to a70nm process technology,
the Transmeta Crusoe processor will have a leakage power over
100mW [5]. These scaled parameters will be the inputs to our ex-
periments on associations between underflow possibilities and duty

Figure 2: Underflow possibilities associated with scheduling pe-
riods (ρ) of PE1 & PE2 with a duty cycle of 0.5 at 733Mhz

cycle of DFS schemes.
According to Eq. 7, the bounds on the energy consumption of the

PEs can be obtained given the VCC curves,pactive
p,i andpidle

p,i . We
derive the experimental values ofpactive

p,i andpidle
p,i by multiplying

ICC (processor core current) and voltage values listed in Table 1.
For the client of the real-time system, the quality of service is

ensured if there is no underflow at the playout buffer in the whole
decoding process. In our model framework, the output ofPE2 is
accumulated at the playout buffer. Hence, underflow can be ob-
served by monitoring the fill level of the playout buffer.

When both PEs are running at733Mhz with a DFS duty cycle of
0.5, underflow occurs for larger PE scheduling periods. Intuitively,
since thePEs are switched to the idle mode for a long period of
time, the chance of an underflow increases.

Fig. 2 details the relationship between underflow and the PE’s
scheduling periods. The darker crossed blocks in the figure rep-
resent the combinations of PE scheduling periods which result in
underflow. Such results allow platform designers to make tradeoffs
between the energy consumption and the possibilities of underflow
by carefully selecting the combinations of scheduling periods.

We shall now turn our attention to the impact of different duty
cycles using the parameters scaled up to the70nm technology from
specifications of the Transmeta Crusoe processor. A slower bit rate
input stream4 Mbps “automotive” is chosen to study the design
tradeoffs for platforms running at low frequencies and supply volt-
ages.

Fig. 3 shows that combinations of DFS policies with lower duty
cycles produce underflow cases in the playout buffer. To prevent
underflows, higher duty cycles should be chosen.
Minimizing energy in design space consisting of frequency com-
binations and DFS duty cycles: Platform designers tend to as-
sume that minimizing frequency is the best means to reduce the
energy consumption. However, this practice might be wrong be-
cause we also need to consider leakage power and the energy con-
sumption of the buffers. This is especially true for processors built
with technology below90nm and operating in the lower operat-
ing frequencies where dynamic power is less dominating. In the
experiments for Fig. 4 and Fig. 5, we applied the same frequency
steps to both PEs. For each step of operation frequency of PEs and
DFS policy, we derive the maximum energy consumption of PEs
by bringing parameters from Table 2 into Eq. 8. We then summed
up the maximum energy consumption of PEs with the energy con-
sumption of buffers in Eq. 11 to obtain the bounds of maximum



Figure 3: Underflow possibilities associated with varying duty
cycles at 633Mhz
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Figure 4: Bounds of buffer’s maximum energy associated with
the same frequencies of PEs with SDRAM buffers under vary-
ing duty cycle

total energy consumption without considering underflow.
It is interesting to observe that the curves in Fig. 4 and Fig. 5 have

minimum points at the frequency of167Mhz which is not the min-
imum frequency. Fig. 4 shows how DFS policies and frequencies
affect the bounds of the maximum energy of buffers. For SDRAM
only memory system, Fig. 5 shows how the bounds of maximum
total energy consumption. The minimal result is actually the effect
of the leakage power since the leakage power gradually dominates
the dynamic power when the frequency and voltage decrease to that
point. Furthermore, higher buffer fill levels in the buffers incur in-
creases in the buffers’ energy consumption.

Fig. 6 shows the association between the bound of maximum
total energy and combinations of frequencies of PEs along with
SDRAM buffers and a DFS scheme whose duty cycle is0.9. The
scheduling period is 50 million cycles. It is noteworthy that there
is an area surrounded by points(100, 100), (367, 100), (367, 500)
and(100, 500) on the surface where combinations of frequencies
produce underflows in the playout buffer. Since the surface almost
monotonously increases with the frequencies except for the start-
ing point, designers should choose frequency combinations along
the boundary of the area to minimize energy without violating the
performance constraint. There are 9 points along the boundary of
the area, among which(367, 500) is associated with the minimum

100 200 300 400 500 600 700
1

2

3

4

5

6

7

8

9

Frequency of PEs [Mhz]

E
ne

rg
y 

di
ss

ip
at

io
n 

of
 b

uf
fe

rs
 a

nd
 P

E
s 

[J
ou

le
]

duty cycle = 0.5
duty cycle = 0.6
duty cycle = 0.7
duty cycle = 0.8
duty cycle = 0.9

Figure 5: Bounds of maximum total energy consumption asso-
ciated with the same frequencies of PEs with SDRAM buffers
under varying duty cycle

Figure 6: Bounds of maximum total energy consumption asso-
ciated with combinations of frequencies of PEs with SDRAM
buffers and a duty cycle of 0.9

energy among the9 points. In other words, the frequency combina-
tion (367, 500) Mhz gives the minimum of maximum total energy,
4.32 joules, without underflow.

For DFS policies whose duty cycle is less than0.9, the underflow
area grows. For example with a duty cycle of0.8 (with the same
scheduling period of 50 million cycles) we see a larger area sur-
rounded by points(100, 100), (433, 100), (433, 567) and(100, 567).
Among the points on the boundary, the (433,567) Mhz gives the
minimum of the maximum total energy of 5.56 joules without un-
derflows.

A higher duty cycle clearly lowers the speed requirement on the
processors as more cycles are available to the application. How-
ever, in practice, designers may have to use the duty cycle of less
than 1.0 to satisfy other design constraints such as allowing other
tasks to run on the PEs. Our analytical model can be used in one of
three practical situations:

• Assuming that the duty cycle is fixed because other tasks
have to run on the PEs, then our model can help locate the
frequency combination of the PEs that will meet the perfor-
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Figure 7: Bounds of maximum total energy consumption asso-
ciated with the same frequencies of PEs with data cache buffers
under varying duty cycle

mance constraint of no underflow.

• Assuming that for some reasons, one or both of the frequen-
cies of the PEs are fixed. Our model will find the lowest duty
cycle that will meet the performance constraint of no under-
flow.

• Assuming that the frequencies and duty cycle are fixed, a
procedure similar to that for obtaining Fig. 6 can be used to
obtain the optimal scheduling period.

For SoC platforms consisting of data cache instead of the SDRAM,
we assume the data cache is ten times more energy costly than the
SDRAM. (Or put in another way, assuming that the buffers’ power
consumption is 10 times higher than our estimates.) In this case,
the impact of DFS policies on the total energy is more significant
as shown in Fig. 7.

An important observation is that DFS schemes minimizing the
energy vary with different frequencies. In the frequency range be-
tween300 Mhz and467 Mhz, the DFS scheme whose duty cycle is
0.5 gives the minimum energy. However, for the frequency range
between533 MHz and633 MHz, it is the duty cycle of 0.9 that
gives the minimum energy.

6. CONCLUSION
In this paper we presented an analytical framework based on the

variability characterization curvesabstraction. In this framework,
we not only identified performance and dynamic power bounds of
buffer-constrained SoC platforms in an integrated manner, but also
considered the leakage power which is the becoming important for
technologies under90nm.

With parameters of Intel XScale processor and Transmeta Cru-
soe processor, we applied the framework to study the impact of
DFS schemes with varying duty cycle and scheduling periods on
the real-time performance constraint. We observed that the schedul-
ing periods have more irregular impacts on underflow possibilities
than the duty cycle.

Using our model, we further evaluated the impact of DFS schemes
on the total energy. Assuming a lower quality of service, we found

that, especially in the low frequency domain, the lowest proces-
sor frequency does not guarantee minimum energy because leak-
age and buffer energy plays a significant role. We also observed
that DFS schemes have more significant impacts on platforms con-
taining data cache than platforms with SDRAM only. More impor-
tantly, the best DFS scheme changes with frequencies of PEs.

Our model can be used to find the optimal frequency combina-
tions of the PEs assuming a fixed duty cycle, or the optimal duty
cycle assuming one or both frequencies of PEs are fixed, or the op-
timal scheduling period if duty cycle and PE frequencies are fixed.
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