A Novel Framework for Multilevel Full-Chip Gridless Routing

Area 1.2: Routing

Abstract rithm for timing-driven multilayer MCM/IC routing [29]; Chng,
Due to its great flexibility, gridless routing is desirabter f Zhu, and Wong applied linear assignment to develop a hierarc
nanometer circuit designs that use variable wire widthssmaet- cal, concurrent global and detailed router for FPGA's [4]. _
ings. Nevertheless, it is much more difficult than grid-ltasmit- ~ The two-level, hierarchical routing framework, howeves, i
ing because of its larger solution space. In this paper, wsemt Still limited in handling the dramatically growing compléexin
a novelA-shaped multilevel framework (LMF for short) that cagurrent and future IC designs which may contain hundredsilef m
better handle global circuit effects than the traditioliathaped lions of gates in a single chip. As pointed out in [10], for 8.
one. Unlike the traditional “V-shaped” multilevel frameikp /m process technology, a 2:62.5cm? chip may contain over
LMF works in the A-shaped manner: top-down uncoarsenif§0,000 horizontal and vertical routing tracks. To handiehs
followed by bottom-up coarsening. Based on the novel franfégh design complexity, the two-level, hierarchical agmio be-
work, we develop a multilevel full-chigridlessrouter (LMGR comes insufficient. Therefore, it is desired to employ mevels
for short) for large-scale circuit designs. The top-doweaars- Of routing for larger IC designs.
ening stage of LMGR starts from the coarsest regions and thheh Multilevel Framework

processes down to finest ones level by level; at each leygdrit  The multilevel framework has attracted much attention & th
forms global pattern routing and detailed routing for lonets |iterature recently. It employs a two-stage technique: reea:
and then estimate the routing resource for the next leveénThng followed by uncoarsening. The coarsening stage itaiti
the bottom-up coarsening stage performs global maze watid groups a set of circuit components (e.g., circuit nodess aelod-
detailed routing to reroute failed connections and refiestiiu- yles, routing tiles, etc) based on a predefined cost mettikthe
tion level by level from the finest level to the coarsest onee \Wumber of components being considered is smaller than sithre
employs a dynamic congestion map to guide the global rapft. Then, the uncoarsening stage iteratively ungroups afse
ing at all stage and propose a new cost function for congesfgeviously clustered circuit components and refines thetisol
control. Experimental results show that olishaped multilevel by using a combinatorial optimization technique (e.g.,8ated
gridless router achieves the best routability among allished annealing, local refinement, etc). The multilevel framewias
gridless routers based on a set of commonly used MCNC bemgen successfully applied to VLSI physical design. For exam
marks. Besides, LMGR can obtain significantly less wiretengle, the famous multilevel partitionerdlL [2], h(METIS[19], and
and smaller critical path delay than the previous works.arip- HPM [9], the multilevel placennPL[3], and the multilevel floor-
ular, theA-shaped multilevel framework is general and thus cgranner/placerMB*-tree [22], all show the promise of the mul-

readily apply to other problems. tilevel framework for large-scale circuit partitioninglapement,
. and floorplanning.
1 Introduction A framework similar to multilevel routing was presented

Research in VLSI routing has received much attention in ihe[14, 23, 25]. Lin, Hsu, and Tsai in [23] and Hayashi and
literature. Routing is typically a very complex combingabr Tsukiyama in [14] presented hybrid hierarchiggbbal routers
problem. In order to make it manageable, the routing problém multi-layer VLSI's [14], in which both bottom-up (coars
is usually solved using the two-stage approach of globat-raening) and top-down (uncoarsening) techniques were used fo
ing followed by detailed routing. Global routing first paidns global routing. Marek-Sadowska [25] proposed a globaleaout
the routing area into tiles and decides tile-to-tile pathsdll based on the outer-most loop approach. The approach is sim-
nets while detailed routing assigns actual tracks and \ias ifar to the coarsening stage of multilevel routing. Congndra
nets. Many routing algorithms adopt a flat framework of findnd Zhang proposed a pioneering routability-driven eyl
ing paths for all nets. Those algorithms can be classifiedl igtobal-routing approach for large-scale, full-chip rogti[10].
sequential and concurrent approaches. Early sequentithgo Cong et al. later proposed an enhanced multilevel routistesy,
algorithms include maze-searching approaches [21, 28lia&d named MARS, which incorporates resource reservation,ghgra
searching approaches [16], which route net-by-net. Mastiee based Steiner tree heuristic, and a history-based metttion
rent algorithms apply network-flow or linear-assignmentrfa- scheme to improve the quality of the multilevel routing algo
lation [1, 27] to route a set of nets at one time. rithm in [11, 12]. Their final results of the multilevel globa

The major problem of the flat frameworks lies in their scabuting are tile-to-tile paths for all nets. The results tiren fed
ability for handling larger designs. As technology advancito a non-multilevel gridless detailed router, called DEJ8],
technology nodes are getting smaller and circuit sizes ate tp find the exact connection for each net. (Therefore, MARS
ting larger. To cope with the increasing complexity, reskars is in fact a multilevelglobal router, but not adetailed router.)
proposed to use hierarchical approaches to handle theepnobLin and Chang also proposed a multilevel approach for faipc
Marek-Sadowska proposed a hierarchical global routerchase grid-basedrouting, which considers both routability and perfor-
linear assignment [26]; Heisterman and Lengauer presenteéd mance [5, 24]. This framework integrates grid-based glodat-
erarchical integer linear programming approach for globat- ing, detailed routing, and resource estimation togetheraah
ing [15]; Wang and Kuh proposed a hierarchical (3)* algo- level, leading to more accurate routing resource estimatioing



coarsening and thus facilitating the solution refinemeningun- global maze routing and detailed routing to reroute faileciec-
coarsening. Their experimental results show the bestbdiflya tions and refine the solution level by level from the finestld¢o
among the previous works for grid-based routing. Recehtity, the coarsest one.

etal. in [17] and [18] presented another multilevel framewfor

LMF outperforms VMF in the optimization of global intercon-

full-chip, grid-based routing considering crosstalk amdeana nect effects (such as wirelength, timing, and crosstalikipé-
effects, respectively. The framework incorporates anrinégli- tion), since LMF considers the global configuration first #meh
ate stage of layer/track assignment between the coarsstaigg processes down to local ones level by level, and thus theablob
and the uncoarsening stage. The coarsening stage perfatynsaffects can be handled at earlier stages. In particular, isMF
global routing while global routing and detailed routing amte- general and thus can readily apply to other problems.

grated together at the uncoarsening stage.
1.2 Gridless Routing

Most of the previous routing algorithms are grid-based,ass
ing uniform wire/via sizes. However, the grid-based apphoia
not effective to handle modern routing problems with nanteme
electrical effects, such as optical proximity correcti@PC) and

phase-shift mask (PSM). To cope with these nanometer igalctr

effects, we need to consider designs of variable wire/vidthvai
and spacings, for which gridless routers are desirablealthestr
great flexibility. The gridless routing, however, is much nao
difficult than the grid-based routing because the solutiosice
of gridless routing is significantly larger than that of ghidsed
routing. Cong et al. in [8] proposed a three-level routingesne

with a wire-planning phase between the global routing amd th

detailed routing. However, for large-scale designs, evith tlve

three-level routing system, the problem size at each lexagl m

still be very large. Therefore, as the designs grow, morelseef

routing are needed [12]. Recently, Chen and Chang proposed a

OPC-aware multilevel gridless router [6], which integeatgid-
less global and detailed routing at each level. Their rooger

handle non-uniform wire widths and reduce OPC pattern featu

requirements.
1.3 Our Contributions

In this paper, we present a novelshaped multilevel frame-
work (LMF for short) that can better handle global circufieets
than the traditional/-shaped multilevel framework (VMF for
short). VMF applies a two-stage technique of bottom-up sear

ing followed by top-down uncoarsening. As an example adbpte
in [6] and shown in Figure 1(a), the coarsening stage of VMF ®

uses a detailed router to route a local connection accotditige

tile-to-tile path found by a global router. Its uncoarsengtage
considers the failed connections during the coarseniggestnd
rip-up and re-route are performed to refine the routing smiut
Experimental results showed that VMF obtains solutionseofv

high completion rates. Since VMF works in a bottom-up manner

by processing smaller (finer) regions first, shorter locas e
routed earlier than longer global nets, and it is very likaigt the
shorter local nets might become routing blockages that thert
later routing of global nets. Therefore, it is obvious th#Vis

limited in handling global circuit effects such as critigalth op-

In addition to the aforementioned characteristics, our EMF
based LMGR has the following distinguished features:

e The previous works [5, 17, 18, 24] are gird-based mul-
tilevel router, which cannot handle designs of variable
wire/via widths and spacings. Thus, they cannot effegtivel
handle modern routing problems with nanometer electrical
effects such as OPC.

e The previous works [10, 11, 12, 15, 23] are mainly for
global routing while LMGR integrates global and detailed
routing.

e LMF considers the global longer nets first at the earlier un-
coarsening stage, leading to better control on criticah pat
delay and global interconnect effects.

e The previous works [5, 6, 24] perforgreedy global rout-
ing, which determines the global path of the current net
without considering the routing resource of succeeding
nets. In contrast, LMGR employs a congestion map to
guide the global routing at all stage. Initially, the mappee
the preliminary estimation of routing congestion based on
the pin distribution. After routing a net, the map is updated
dynamically based on the real route, previously routed nets
and estimated unrouted nets. As routing proceeds, we keep
more and more accurate congestion information in the map.
Therefore, we have better congestion control throughout
the whole routing process.

We use a new cost function based both the total
path congestion and the maximum channel congestion for
global routing. The cost function obtains better solutions
than those consider only total path congestion or the maxi-
mum channel congestion.

¢ LMGR has higher flexibility and keeps more global views,
and thus more routing objectives (such as crosstalk and
OPC) can be more easily considered in LMGR since ex-
act track and wiring information at each level after dethile
routing is known.

Table 1 compares the existing multilevel routing framevgork

timization, which is much more important for modern naneenetamong [5, 24], [6], [10, 11, 12], [17, 18], and LMF.

circuit designs.

Experimental results show that our LMGR achieves the best

Unlike VMF that adopts the V-shaped framework, LMF worksutability among all published gridless routers [6, 123&don a
in the A-shaped manner: top-down uncoarsening followed $st of commonly used MCNC benchmarks with non-uniform and

bottom-up coarsening.

(See Figure 1(b) for an illustratdn uniform wire widths. Besides, LMGR can obtain significantly

LMF.) Based on LMF, we develop A-shaped multilevel full- less wirelength and smaller critical path delay than theiptes
chip gridlessrouter (LMGR for short) for large-scale circuit deworks [5, 24].

signs. The top-down uncoarsening stage of LMGR starts fromThe rest of this paper is organized as follows.

Section 2

the coarsest regions and then processes down to finest eeéspeesents the global, detailed, andshaped multilevel routing

by level; at each level, it performs global pattern routimgl @le- models.

Section 3 presents offrshaped multilevel routing

tailed routing for local nets and then estimate the routespurce framework . Experimental results are reported in Sectiofi4.
for the next level. Then, the bottom-up coarsening stagiepas nally, we give concluding remarks in Section 5.



[ Work

Category of routing

Framework [

Characteristics |

o Gridless global o Use A-shaped multilevel framework. o Perform global and detailed routing at each leviel.
Ours and detailed routing | e Before uncoarsening: channel density initialization.e Handle longer nets first and thus the wirelength
e Uncoarsening: GR+DR+RE. and the critical path are reduced.
e Coarsening: global and detailed maze refinement.
Chang etal. | e Grid-based global e Use V-shaped multilevel framework. o Perform global and detailed routing at each level.
in [5, 24] and detailed routing | e Coarsening: GR+DR+RE. e Lack initial global routing.
e Uncoarsening: global and detailed maze refinement.
Chenetal. o Gridless global o Use V-shaped multilevel framework. o Perform global and detailed routing at each level.
in [6] and detailed routing | e Coarsening: GR+DR+RE. e Lack initial global routing.
e Uncoarsening: global and detailed maze refinement.
o Gridless global e Use V-shaped multilevel framework. o Perform global and detailed routing separately.
Cong et al. routing+ flat gridless | e Coarsening: RE.
in[10, 11, 12] detailed routing e Intermediate stage: multicommodity flow.
e Uncoarsening: global maze refinement.
o Grid-based global o Use V-shaped multilevel framework. o Perform global and detailed routing separately.
Ho et al. and detailed routing | e Coarsening: GR+RE.
in[17, 18] e Intermediate stage: track/layer assignment.
e Uncoarsening: global and detailed maze refinement.

Table 1:Multilevel framework comparisons among [5, 24], [6], [10, 12],]17, 18], and LMGR. GR, DR, and RE denote global routingtailed routing, and
resource estimation, respectively.

2 Preliminaries we extend a range which is the sum of the obstacle (wire/via)
2.1 Modeling of Global Routing spacing and a half of the width of the routing wire. As shown
Routing in modern IC’s is a very complex process, and we darf-igure 3(a), the extended range is the sunDgfandV; /2,
hardly obtain solutions directly. Our global routing algom is whereDs andlV; are the design rules of wire/via spacing and the

based on a graph search technique guided by the congestiowigéh of the routing wire, respectively. According to theuinal-
sociated with routing regions and topologies. The routsigas aries of all extended regions and the center of the obstaelget
higher costs to route nets through congested areas to kataacthreez-coordinates and thregcoordinates for each extended re-
net distribution among routing regions. gion. We store alk-coordinates ang-coordinates of all extended
Before we can apply the graph search technique to multilgig@gions and all centers of all obstacles into two sorted/aérés,
routing, we first need to model the routing resource as a grapdCG,, separately. Based @G, andC'G,,, we can construct
such that the graph topology can represent the chip steidfig- a connection grapi{CG). A node in aCG denotes that it is an

ure 2 illustrates the graph modeling. For the modeling, vt fintersection of one-coordinate inC'G;, and oney-coordinate in
CGy. A node in aCG also denotes that it is a feasible point for

routing the wire. As shown in Figure 3(a), the black circleghie
intersection are the feasible points for routing the wirdere-
fore, to seek for a design-rule-correct path from the squice

to the target,Pr, we just need to search all feasible points and
find if a successful path exists. As shown in Figure 3(b), &tes
rule-correct path fronPs to Pr is found through the five feasible
points shown on th&s- Pr path.

(@) (b)
Figure 2:Modeling of global routing: (a) Partitioned layout; (b) Ring graph.

partition a chip into an array of rectangular subregionsesgh : i
subregions are calledlobal routing cells (GRCs) A node in [~ % 777"
the graph represents@RCin the chip, and an edge denotes the
boundary between two adjaceBRCs Each edge is assigned a
capacity according to the width/height ofGRC The graph is
used to represent the routing area and is calleditilevel rout- :
ing graph denotes by}, wherek is the level ID. A global router i
finds GRGto-GRCpaths for all nets o1/, to guide the detailed i
router. The goal of global routing is to route as many netsoas p i
sible while meeting the capacity constraint of each edgeasyd ]
other constraint, if specified. Note that, because of thelegs
nature of our routing problem, the cost of routing a net imaiss
ated with the wire width and spacing.

As the process technology advances, multiple routing Byﬁf ure 3: (a) We build theCG and locate the feasible points by extending a

are po_ssible. Th_e nu_mber of layers in a_mOdem _Chip can be mgige which is the sum of the obstacle (wire/via) spacingaahellf of the width
than six [13]. Wires in each layer run either horizontallyer- of the routing wire.Ds, W;, andW; are the design rule of wire/via spacing, the

tically. We refer to the layer as a horizontal (H) or a veigs) idtof hepre-routeq ne, and e widhof e rouing respectucly. ()
routing layer. the five feasible points shown on tii&;- Pr path.
2.2 Modeling of Detailed Routing _ _ _

In the detailed routing stage, seeking a design-rule-coré-3 Modeling of A-shaped Multilevel Routing
path between two given points in the routing region is ouranaj As illustrated in Figure 1(b){G, corresponds to the routing
concern. At first, for each obstacle (a pre-routed wire orma,pigraph of the level 0 of the multilevel uncoarsening stage- Be

(b)



To-be-routed net

Already-routed net

Perform the global pattern routing and the Dijkstra’s shortest path
detailed routing for local connections and then estimate routing

resource for the next level. (Shorter nets have higher priority than
longer nets as far as routability is concerned.) (@)

Uncoarsening c
Uncoarsening c

Perform the global pattern routing and the Dijkstra’s shortest path
detailed routing for local nets and then estimate routing resource for
the next level. (Longer nets have higher priority than shorter nets as

ar I
L
7=
/s L
G

G,
LLL
G To-be-routed net
———— Already-routed net
G,

Use the global maze routing and the Dijkstra’s
shortest path detailed routing to reroute failed
connections and refine the solution.

Coarsening
EE ; Coarsening

0

Use the global maze routing and the Dijkstra’s shortest
path detailed routing to reroute failed connections and
refine the solution. (Shorter nets have higher priority

far as timing is concerned.) than longer nets as far as routability is concerned.)
(b)

Figure 1:(a) The V-shaped multilevel framework flow; (b) Theshaped multilevel framework flow.

fore the uncoarsening stage is performed, we need to deterrgirger path delay. Thus, this observation implicitly sugjgehat
the number of levels and build RC's for each level. For eachalonger net has a higher priority than a shorter net as famasg
level i, we merge foulG RC; of G; into a largerGRC; ;. The is concerned. Thought this net ordering scheme may not be the
process continues until the number@RC's at levelk is equal to optimal solution for some routing problems (for example ewh
one. After determining the number of levels, we start withdin- routability is considered, routing shorter nets first ofteads to
coarsening stage from thieth level. At each level, our global a better completion rate), it is still a better alternativette opti-
router just finds routing paths for tHecal nets(a local net at mization of global interconnect effects.

level : denotes that all pins of the net can be included entirely®¥  Channel Density Initialization and Update

aGRC; and cannot be included totally by@RC; 1), and then ¢ g10ha routing, detailed routing, and resource estiomti
the detailed router is used to determine the exact wiringerAhe ;.o performed separately, the re-routing process condlattiae
global and detailed routing are performed, we expand €4@6;  g1oha routing stage may be in vain since it does not knowef th
to four finerGRC;_; and at the same time perform resource qg:routing is useful for the detailed routing. Also, thealled
timation. The uncoarsening stage continues untiltit level o 1o may fail to find a path because of the low flexibility in-
is arrived. After finishing the uncoarsening stage, thes®raing qced from the separated global routing. Therefore, mattiag
stage tries to refine the routing solution starting from 8l 0. 66 tasks interact with each other can significantly imgrout-
During the coarsening stage, the _unroutable con_nectlonsgjuing quality [5, 24]. However, the concept can only guide te |
the uncoarsening stage are considered, and point-to-patle M- nets passing through the area with lower congestion and ¢
routing and rip-up and re-route are performed to refine thé rq, ot avoid a wrong decision made byeedy global routingvhich

ing solution. Then we proceed to the next level (i.e., lévBere) geiermines the global path of an early routed net without con
of the uncoarsening stage by merging four adja€eRCo iNto @ gjqering the routing resource of succeeding nets. Thezefoe

largerG 12C1. The process continues until we go back to lévelyjtialize the routing congestion information based onpiiredis-

when the final routing solution is obtained. tribution and the global-path prediction of all nets, anertheep

. . a congestion map that is updated dynamically based on beth th

3 A-shaped Multilevel Routing Framework alreadgy routed ngts and thg estimatyed unrou%/ed nets. Amgout
LMGR tends to route wider nets first since a wider net cgoroceeds, we keep more and more accurate congestion informa

sumes more routing resource. Besides, LMGR tends to rdigs in the map. Therefore, we have better congestion cbntro

longer nets first at the uncoarsening stage. It is obviousthiea throughout the whole routing process.

local nets at the higher level (say, levglare usually longer than  For a 2-pin connectior, we use L- and Z-shaped routes to

those at a lower level (say, level 0). Usually, a longer net ftetermine the number of possible global routes We evenly



distribute the wire density of the connectianu., among all pos- which has lower total path congestion with a higher chanaet ¢
sible global routes. Therefore, the wire density of eaclsipbs gestion. Second, this cost function can prevent us from &hoo
global route isw./n.. For each possible global route, we addg a worse global path with the higher overall path congesti
the wire density of the possible global route to the chaneel dwhen two global paths have the same maximum channel con-
sity in the routing graph. For example, as shown in Figure,4(@estion. For example, as shown in Figure 5, the channel con-
the connection: (from the source S to the target T) has 2 Igestion between the source (S) and the target (T) is showh on i
shaped routes (Sa—b—c—g—T and S-d—h—i—j—T) and corresponding edge. If we determine the global path by the to
3 Z-shaped routes (Sa—e—i—j—T, S—»a—b—f—j—T, and tal path congestion, we will select the pdth(S—a—b—e—T),
S—d—e—~f—g—T), implying that the wire density of each poswhich has the minimal total path congestion, 1.5. HoweVgs, t
sible global route isv./5. Therefore, according to the numbgrath has a very high channel congestion, 0.9. If we determine
of possible global routes, we add the values which are shawthie global path by the maximum channel congestion, p&hs
Figure 4(b) to the channel density in the routing graph betw#e (S—c—d—e—T) and P; (S—c—f—g—T) have the same cost,
andT'. After all 2-pin connections finish the process, we get &rv. Selecting a path betweéh and P; arbitrarily without con-
initial channel density. Note that the aforementioned epph is sidering other information seems not a good idea, sificés a

a natural way to estimate routing congestion, commonly ésedbetter solution with lower total path congestion. Therefa@ince
interconnect-driven floorplanning. our cost function considers both the total path congestiaitiae
maximum channel congestion, we will select the better smiut

P5 with the minimum cost, 1.1.

———}
I T
£
1) c
(@)

Flgure 4:(a) Possible global routes: 2 L-shaped routes and 3 Z-s

(b) The values should be added to the channel density in thigograph between Figure 5: The global paths determined by different cost functiod.: to-
SandT'. tal path congestionf,: maximum channel congestio®s: maximum channel

congestion + average total path congestion.
At first, the channel density is totally estimated by the ap-
proach. After a connection has been routed successfullyesh 3.3 A-shaped Multilevel Gridless Routing
timated cost induced by the connection will be removed fr0m|n the f0||OW|ng we present our framework for LMGR and
the channel density, and the wire density of the real path Wilmmarize it in Figure 6.
be updated to the channel density (congestion map) dyndynica

The_refo_re our congestion control is based on congestr[nm.m Algorithm:  A-shaped-Multilevel-Gridiess-Routing( N)
mation induced by both the already routed nets and the estima Input: G - partitioned layout;
unrouted nets. As routing proceeds, we have more and more ac- N - netlist of multi-terminal nets;
Lo - - . Output: routing solutions foN onG
curate congestion information for routing succeeding.nets begin
; ; 1 Partition layout;
3.2 Cost Function for Global Routing 5 Foreachnet € N
Let the multilevel routing graph b&y = (Vy, Ey). Let R, = 2 gonstruct antrl\]/IS,&;ST_ 0 2.0 i
H H ecompose the INto Z-pIin connections;
{e € Ep | e is the edge chosen for routl}\gWe apply the cost 5 For each 2-pin connection
functiona : Ey — R to guide the global routing: 6 Initialize channel density;
7 Il Uncoarsening Stage
8 For each level at the uncoarsening stage
9 Choose a local net;
a(Re) = Inax Ce |R | Z Ce (1) 10 For each connectiane n;
eER, 11 Perform global pattern routing;
12 Perform detailed routing;
13 Update channel density;

wherec, is the congestion of edgeand is defined by 14 J/Coarsening Stage

15 For each level at the coarsening stage

de 16 Choose a failed connection at the uncoarsening stage
Ce = —, 17 Perform global maze routing;
Pe 18 Perform detailed routing;
19 Update channel density;

; ; ; 20 Analyze timing for all nets;
wherep, andd. are the capacity and channel density associated | 57 /o the routing layourt:

with e, respectively. We measure the routing congestion based on | end
the channel densitglefined by the sum of wire spacing and wire
width for gridless routing. (Note that the definition is éifént
from the case in grid-based routing, for which channel dgnisi  Given a netlist, we first run a minimum spanning tree (MST)
defined as the maximum number of parallel nets passing throalgorithm to construct the topology for each net, and then de
a routing channel.) compose each net into 2-pin connections, with each coromecti
There are two advantages by using this cost function forajloborresponding to an edge of the MST. According to those 2-pin
routing. First, this cost function can avoid that we selepath connections, we use the heuristic in Section 3.1 to ini#athe

Figure 6: Algorithm for A-shaped multilevel gridless routing.



channel density in the routing graph by predicting the glpbths

. Circuit Size um) #Layers [ #Nefs [ #Pins
of all nets in advance. Mccl | 45000 39000 2 1693 | 3101
LMGR starts from uncoarsening the coarsenest tile of level Mecz | 1613821182 % 1281 | B4
k. At each level, tiles are processed one by one, and only local Prim1 75224988 3 2037 | 2941
. Prim2 10438%x 6488 3 8197 11226
nets are routed. At each level, the two-stage routing agproé S5378 435x 239 3 3124 | 4818
global routing followed by detailed routing is applied. Tgiebal S8 | aox2ad 3 2178 | [eeo
ing i i S15850 705x 389 3 8321 | 12793
routing is based on the approach used in the Pattern Romﬂ}:r [2 5158501 T05x389 3 53l | 12798
and first routes local nets on the tiles of level k. Let the ifevél S38584 | 1295x672 3 28177 | 42931
routing graph of levei be G; = (V;, E;). LetR. ={e € E; | Table 2:The benchmark circuits.
e is the edge chosen for routihgWe apply the cost function injowing experiments, we represent the critical path delaghee
Section 3.2 to guide the routing. 5 benchmark circuits by the notation,

_Aiter the global routing is completed, LMGR performs der 1 Myltilevel Grid-based Routing with Uniform Nets
tailed routing with the guidance of the global-routing resand Table 3 lists the wirelength, the critical path delay, thenbers

finds a real path in the chip. Our detailed router is based en (S?f ; A .
. \ . . ailed nets, and the running time obtained by the V-shapeld
Dijkstra’s shortest path algorithm and supports Meal refine- tilevel grid-based router with the routability mode in [3l]2the

ment If detailed routing of a connection fails, it will be recon: : : :
. ; : y .~ V-shaped multilevel grid-based router in [17], and LMGR.W
sidered (refined) at the coarsening stage. After a conmehtis just list the results for the benchmark circuits S53588584

been routed successfully, the estimated cost induced bgoifre ; ; : -

; ) . . . obtained by [17], since they did not experiment on the other 5
nection which calculated by thg approach in Section 3.1 lvell benchmarkchrCl}its in theirv%//orks.) In the?table, “WL)" rep-
removed from the channel density, and the wire density ofehk resents the wirelength jam, “#F. Nets” denotes the number of

path will be updated to the channel density (congestion #D) ¢y nets D, (psec)” represents the critical path delay in
namically. This is calledesource estimatianThere are at leas ico-secon,d gﬁé “Time (sec)’ represents the running times

two ad\_/antages by using this approach. First_, routing el B
estimation is more accurate than that performing globatimgu Com.pared with [5, 24] with the routability mode, the ex-

alone since We can prgqlsely evqluate the routing regmtr.pﬁb perimental results show that LMGR achieved a 5.66X runtime
we can obtain a good initial solution for the following refment speedup, reduced the respective maximum and average wire-
very effectively since pattern routing enjoys very low tmtm‘nl-l length b3; about 18% and 10%, reduced the respective maximum
ple>;]|ty agd uses fewer routing resources due to its simp and average critical path delay by about 17061% and 4734%.
Z-shape routing patterns. . . Compared with [17], the experimental results show that LMGR
_ The coarsening stage starts to refine each local failed ceni@ ;o\ ey 5 1 46X runtime speedup, reduced the respective ma
tion, left from the uncoarsening stage. The global routerais imum and average wirelength by about 69% and 38%, reduced

changed to the maze router with the same cost function mrthe,[He respective maximum and average critical path delay bytab

coarsening stage. Coarsening continues until the first feve o o . . NS

reached and the final solution is found. Note that the glotmkmrl ()Slftifl)gasn c?lu%iirf) s trl? aens'[(i(;jc‘_’ IbmgEgﬁthaénvige?é%rgzﬁzﬂydfner

routing here serves as an elaborate rip-up and re-routesos |, 5 ,sed by failed nets in [17] should be calculated fordain-

g]n?r? ntr?lsétotro rtih?usmgﬁlg Ir_(;_?ggté -i?]hirl\)ﬂegéowggn?ggw?hﬁaparison with LMGR. Because [17] did not complete routing for
9. b-up ' 4ff benchmark circuits and did not calculate the cost oethitets

routing at the coarsening stage. It is only applied to globat- in their wirelen X
, o . ) ; gth and delay, the router underestimatesatine-
ing for better efficiency and quality trade-off.) This wiage length and the critical path delay. (A net with multi-sink@aited

approach of global and local refinement of detailed routingsg as a tree. If an edge in this tree is not routed, the tree will be

our overall refinement scheme. broken into two sutrees. Therefore, the router does notidec!
4 Experimental Results the failed edge in the wirelength computation, and neithasd

We have implemented LMGR in the C++ language on a 1 Gig downstream capacitance/resistance of the failed entgiet
SUN Blade-2000 workstation with 8 GB memory. We comparty computation.) If the wirelength and the delay causedhey t
our results with the grid-based routers presented in [524J7and falled nets are _also'con5|dered, thg (eal result of the rovitiebe
the gridless routers presented in [6, 12] based on the 11lhbef¥€N wWorse in its wirelength and critical path delay.
mark circuits provided by the authors. (Note that since éseits 4.2 Multilevel Gridless Routing with Uniform Nets
of [12] is better than those of [10, 11], we just compare our re Table 4 lists the wirelength, the critical path delay, thenau
sults with [12].) The design rules for wire/via widths ande&fvia bers of failed nets, and the running time obtained by theapsi
spacings for detailed routing are the same as those used]in [Imultilevel gridless routing [6], the multilevel routing (rtilevel

Table 2 lists the set of benchmark circuits. In the tabigpbal routing+ flat gridless detailed routing) [12], and LMGR.
“Circuit” gives the names of the circuits, “Size” gives thayl Compared with [6], the experimental results show that LMGR
out dimensions, “#Layers” denotes the number of routingiayachieved a 2.22X runtime speedup, reduced the respectixe ma
used, and “#Nets” gives the number of two-pin connectiors iaium and average wirelength by about 4% and 2%, reduced the
ter net decomposition. For delay computation, we use the fEspective maximum and average critical path delay by about
more delay model. All the parameters are the same as thode 8686 and 21%. Compared with [12], the experimental results
in[5, 17, 24]. Aviais modeled as th&model circuit, with its re- show that LMGR achieved a 1.82X runtime speedup. (For a
sistance and capacitance being twice of those of a wire sgeignfair and reasonable comparison, we normalize the running ti
As pointed out in [5, 24], Mcc1, Mcc2, Struct, Prim1, and PZinof [12] by the factor 440/1000.) Since [12] did not reportithe
do not have the information of net sources. Therefore, waatarwirelength and the critical path delay in their paper, wenzdn
calculate the path delay for those benchmark circuits. énfoh compare those results in LMGR with those in [12].



(A) Results of [5, 24] (B) Results of [17] {C) Our Resufts
Circuit WL Daxz #HF. Time WL Daxz HF. Time WLC Drvax #F. Time
(um) (psec) | Nets (sec) (um) (psec) | Nets | (sec) (um) (psec) | Nets (sec)
MccT 29e7 = 0 108.3 * = * * 2.7e7 = 0 63.1
Mcc2 4.1e8 - 0 3961.7 * - * * 4.0e8 - 0 1353.8
Struct 8.9e5 - 0 80.7 * - * * 8.4e5 - 0 4.0
Prim1 1.0e6 - 0 89.0 * - * * 1.0e6 - 0 5.0
Prim2 4.3e6 - 0 420.0 * - * * 4.1e6 - 0 30.1
S5378 8.5e4 89 0 6.0 8.4e4" 28+ 5 10.6 7.4e4 11 0 7.6
S9234 6.4e4 254 0 4.1 6.0e4" 24+ 2 8.1 5.4e4 17 0 4.8
S13207 || 2.0e5 465 0 20.8 2.3e5" 52+ 10 22.6 1.8e5 33 0 20.0
S15850 2.5e5 2670 0 31.1 2.9e5" 68t 19 62.6 2.2e5 84 0 245
S38417 5.5e5 8541 0 70.3 8.0e5" 106" 33 71.3 4.7e5 174 0 91.1
S38584 || 7.6e5 | 176090 | 0O 1719 || 1.1e6 132+ 54 | 255.6 || 6.6e5 | 1026 0 209.0
Comp. 1.10 48.34 0 5.66 1.38" 1.187 123 1.46 1 1 0 1

Table 3:Comparison among (A) he V-shaped multilevel grid-based rgUsn24], (B) he V-shaped multilevel grid-based routing [1afd (C) LMGR. Note: All
works were run on a 1 GHz Sun Blade-2000 workstation with 8 GBorg. (+: Because (B) underestimated the wirelength and ttrededay by ignoring the cost
induced by failed nets, the actual results are worst thamtimebers listed in the table.) (—: Because those benchmartitsidid not have the information of net
sources, we cannot calculate the path delay for them.) (teSih7] did not experiment on those 5 benchmark circuits, weeléize corresponding fields blank.)

(A) Results of [6] (B) Results of [12] (C) Our Results

Circuit WL Drrax #F. Time WL Dmaz #F. Time WL Dmaz #F. Time

(um) (psec) | Nets (sec) (um) (psec) | Nets (sec) (um) (psec) | Nets (sec)
Mcel 2.8e7 = 0 1793 * = 0 105.1 2.7e7 = 0 631
Mcc2 4.1e8 - 0 5509.3 * - 0 1916.9 || 4.0e8 - 0 1353.8
Struct 8.5e5 - 0 5.7 * - 0 31.6 8.4e5 - 0 4.0
Prim1 1.0e6 - 0 5.0 * - 0 33.5 1.0e6 - 0 5.0
Prim2 4.2e6 — 0 42.8 * - 0 162.7 4.1e6 - 0 30.1
S5378 7.6e4 21 0 16.4 * * 0 30.0 7.4e4 11 0 7.6
S9234 5.5e4 18 0 9.5 * * 0 22.8 5.4e4 17 0 4.8
S13207 || 1.8e5 37 0 48.8 * * 0 85.2 1.8e5 33 0 20.0
S15850 || 2.2e5 87 0 83.9 * * 0 107.1 2.2e5 84 0 24.5
S38417 || 4.8e5 183 0 168.5 * * 0 250.9 4.7e5 174 0 91.1
S38584 || 6.7e5 1086 0 369.9 * * 0 466.1 6.6e5 1026 0 209.0
Comp. 1.02 1.21 0 2.22 0 1.82% 1 1 0 1

Table 4:Comparison among (A) the V-shaped multilevel gridless roufilg(B) the V-shaped multilevel gridless global routing + figidless detailed routing [12],
and (C) LMGR. Note: (A) and (C) were run on a 1 GHz Sun Blade?@@h 8 GB memory; (B) was run on a 440 MHz Sun Ultra-5 with 384 MBmoey. (—:
Because those benchmark circuits did not have the informatioret sources, we cannot calculate the path delay for thef.Bifice [12] did not report their
wirelength and the critical path delay in their paper, weréethe corresponding fields blank.) (#: For fair comparisomnermalize the running times of [12] by the
factor 440/1000.)

4.3 Multilevel Gridless Routing with Non-uniform
Nets

We also performed experiments on the benchmark circuits of
non-uniform wire widths. We modify the original circuits ofi-
form wire sizes to generate a set of circuits of non-uniforirew
sizes by using the following rules, which was proposed by.[12
The longest 10% nets are widened to twice the original width,
while the next 10% are widened to 150% the original width.
However, because the benchmark circuits S53383584 are
standard-cell designs, widening any pin violates the aegites =
for via spacing. Therefore, itis unreasonable and incotretest Figure 7:The full-chip routing solution for "Mcc1” with non-uniformets ob-
these six benchmark circuits. tained from LMGR. The bounding box is the boundary of thisdsenark circuit.

As shown in Table 5, LMGR still achieved 100% routing com-
pletion for all benchmark circuits while [6] and [12] comtad
routing for only 4 circuits.Note that LMGR is the first router
to complete the routing for this set of benchmarks of non-
uniform wire sizes. Figures 7 and 8 show the full-chip and par-
tial routing solutions for "Mcc1” with non-uniform nets aiihed
from LMGR, respectively. The bounding box in Figure 7 is the
boundary of this benchmark circuit. We can see in Figure 8 tha

the three left-most vertical lines have different widths. Figure 8: A partial routing solution for "Mcc1” with non-uniform netsb-
imi i i i i H tained from LMGR. We can see that the three left-most vertinak have differ-
4.4  Timing-Driven Multilevel Routing with Uniform =2 AOT

Nets

Finally, we compared our results with timing-driven roster Table 6 lists the wirelength, the critical path delay, thenau
[5, 24] is the first and the only one timing-driven multileggid- ber of failed nets, the number of nets which violates timing-c
based router. Because there is no timing-driven multilgviel- straints (#V. Nets in this table), and the running time ol
less router, we selected the first multilevel gridless o@ by the V-shaped multilevel grid-based router with the tignin
which can calculate the path delay. First, we constructdtbet-s mode [5, 24], the multilevel gridless routing [6], and LMGR
est path tree for a net by connecting all sinks directly tarthet whenk = 2.5.
source to obtain the timing constraints. We then assigretrth Compared with [5, 24] with the timing mode, the experi-
ing bound of each sink as the multiplication of the constaand mental results show that our router achieved a 9.76X runtime
the shortest path delay of the net. speedup, reduced the respective maximum and average wire-



(A) Results of [6] (BY Results of [17] {Cy Our Results
Circuit WL #F. Time #F. Nets Time WLC #F. Time
(um) | Nets (sec) (um) | (#Total Sub-nets)| (sec) (um) | Nets (sec)
Mccl 2.8e7 0 199.6 * 0 1481 2.7e7 0 65.4
Mcc2 4.1e8 | 383 | 36581.5 * 27(99715) 3388.8 || 4.1e8 0 23383.3
Struct 8.5e5 0 15.3 * 0 36.3 8.4e5 0 10.3
Prim1 1.0e6 0 19.2 * 0 47.4 1.0e6 0 12.2
Prim2 4.2e6 0 150.8 * 0 296.7 4.1e6 0 80.0
Comp. 1.02 238 1901 27 1.19 1 0 1

Table 5:Comparison among (A) the V-shaped multilevel gridless rouiig(B) the V-

shaped multilevel gridless global routing + figidless detailed routing [12],

and (C) LMGR. Note: (A) and (C) were run on a 1 GHz Sun Bladee2@@h 8 GB memory; (B) was run on a 440 MHz Sun Ultra-5 with 384 MBmaey. (Note
that because the benchmark circuits S53%88584 violate the design rules of via spacing, we did nottisse cases in this table.) (*: Since [12] did not reporirthe

wirelength in their paper, we leave the corresponding fibldak.) (#: For fair compari

son, we normalize the running tirhfL8] by the factor 440/1000.)

(A) Resulis of [5, 24] (B) Results of [6] (C) Our Results

Circuit WL maz #F. FV. Time WL Dran #F. H#V. Time WL Dran #F. HV. Time

(um) (psec) | Nets | Nets (sec) (um) (psec) | Nets | Nets | (sec) (pm) (psec) | Nets | Nets | (sec)
S5378 120766" 14T 19 0 38.1 75602 21 0 3 16.4 73818 11 0 0 7.6
S9234 || 92453" 12+ 25 0 27.2 55319 18 0 2 9.5 54199 17 0 0 4.8
S13207 2.9e5" 27t 42 0 113.2 1.8e5 37 0 2 48.8 1.8e5 33 0 0 20.0
S15850 3.5e5" 35t 47 0 549.9 2.2e5 87 0 3 83.9 2.2e5 84 0 0 24.5
S38417 || 9.6e5" 54+ 121 0 962.2 || 4.8e5 183 0 3 168.5 || 4.7e5 174 0 0 91.1
S38584 1.2e6" 133" 173 0 1933.0 6.7e5 1086 0 10 369.9 6.6e5 1026 0 0 209.0
Comp. 1.76" 0.62" 427 0 9.76 1.02 1.21 0 23 2.3 1 1 0 0 1

Table 6: Comparison among (A) The V-shaped multilevel grid-based nguiiith the timing mode [5, 24], (B) The V-shaped multilevel dgiss routing [6], and
(C) LMGR. Note: All works were run on a 1 GHz Sun Blade-2000n8tGB memory. (+: Because (A) underestimated the wirelengthitengath delay by ignoring

the cost of failed nets, the actual values shall able to evansty

length by about 103% and 76%. Since [5, 24] underestimated]
the wirelength and the path delay by ignoring the cost induce
by failed nets, the actual values shall be even worse. Ccretfdpar[9
with [6], the experimental results show that our router aebd |10
a 2.3X runtime speedup, reduced the respective maximum an
average wirelength by about 4% and 2%, reduced the respectit]
maximum and average critical path delay by about 90% and 21%2]
Although some path delays of [6] violated timing constrajitihe
router completed routing for all benchmark circuits. Tliere,

we can compare the results of LMGR with those of [6]. Besideg:3]
LMGR obtained significantly better routing solutions thanZ4]
and [6] under the same timing constraints «2.5)

5 Conclusion
In this paper, we have proposed a nofeshaped framework [15]
for multilevel, full-chip gridless routing. Th&-shaped multilevel
framework adopts a two-stage technique, top-down uncoage [16]
followed by bottom-up coarsening. Experimental resultgeha
shown that ourA-shaped multilevel gridless router can obtaift’
100% routing completion rates with less wirelength and &mnal
critical path delay than previous works. Besides, it candiean [18]
designs with non-uniform wire widths well and obtained éett
routing solutions than previous work#n particular, our grid- (19]
less router is the first to complete the routing for the set of
commonly used benchmarks of non-uniform wire sizes listed [20]
in the preceding section.
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