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Abstract
Due to its great flexibility, gridless routing is desirable for

nanometer circuit designs that use variable wire widths andspac-
ings. Nevertheless, it is much more difficult than grid-based rout-
ing because of its larger solution space. In this paper, we present
a novelΛ-shaped multilevel framework (LMF for short) that can
better handle global circuit effects than the traditionalV -shaped
one. Unlike the traditional “V-shaped” multilevel framework,
LMF works in theΛ-shaped manner: top-down uncoarsening
followed by bottom-up coarsening. Based on the novel frame-
work, we develop a multilevel full-chipgridlessrouter (LMGR
for short) for large-scale circuit designs. The top-down uncoars-
ening stage of LMGR starts from the coarsest regions and then
processes down to finest ones level by level; at each level, itper-
forms global pattern routing and detailed routing for localnets
and then estimate the routing resource for the next level. Then,
the bottom-up coarsening stage performs global maze routing and
detailed routing to reroute failed connections and refine the solu-
tion level by level from the finest level to the coarsest one. We
employs a dynamic congestion map to guide the global rout-
ing at all stage and propose a new cost function for congestion
control. Experimental results show that ourΛ-shaped multilevel
gridless router achieves the best routability among all published
gridless routers based on a set of commonly used MCNC bench-
marks. Besides, LMGR can obtain significantly less wirelength
and smaller critical path delay than the previous works. In partic-
ular, theΛ-shaped multilevel framework is general and thus can
readily apply to other problems.

1 Introduction
Research in VLSI routing has received much attention in the

literature. Routing is typically a very complex combinatorial
problem. In order to make it manageable, the routing problem
is usually solved using the two-stage approach of global rout-
ing followed by detailed routing. Global routing first partitions
the routing area into tiles and decides tile-to-tile paths for all
nets while detailed routing assigns actual tracks and vias for
nets. Many routing algorithms adopt a flat framework of find-
ing paths for all nets. Those algorithms can be classified into
sequential and concurrent approaches. Early sequential routing
algorithms include maze-searching approaches [21, 28] andline-
searching approaches [16], which route net-by-net. Most concur-
rent algorithms apply network-flow or linear-assignment formu-
lation [1, 27] to route a set of nets at one time.

The major problem of the flat frameworks lies in their scal-
ability for handling larger designs. As technology advances,
technology nodes are getting smaller and circuit sizes are get-
ting larger. To cope with the increasing complexity, researchers
proposed to use hierarchical approaches to handle the problem:
Marek-Sadowska proposed a hierarchical global router based on
linear assignment [26]; Heisterman and Lengauer presenteda hi-
erarchical integer linear programming approach for globalrout-
ing [15]; Wang and Kuh proposed a hierarchical (α, β)* algo-

rithm for timing-driven multilayer MCM/IC routing [29]; Chang,
Zhu, and Wong applied linear assignment to develop a hierarchi-
cal, concurrent global and detailed router for FPGA’s [4].

The two-level, hierarchical routing framework, however, is
still limited in handling the dramatically growing complexity in
current and future IC designs which may contain hundreds of mil-
lions of gates in a single chip. As pointed out in [10], for a 0.07
µm process technology, a 2.5× 2.5 cm2 chip may contain over
360,000 horizontal and vertical routing tracks. To handle such
high design complexity, the two-level, hierarchical approach be-
comes insufficient. Therefore, it is desired to employ more levels
of routing for larger IC designs.
1.1 Multilevel Framework

The multilevel framework has attracted much attention in the
literature recently. It employs a two-stage technique: coarsen-
ing followed by uncoarsening. The coarsening stage iteratively
groups a set of circuit components (e.g., circuit nodes, cells, mod-
ules, routing tiles, etc) based on a predefined cost metric until the
number of components being considered is smaller than a thresh-
old. Then, the uncoarsening stage iteratively ungroups a set of
previously clustered circuit components and refines the solution
by using a combinatorial optimization technique (e.g., simulated
annealing, local refinement, etc). The multilevel framework has
been successfully applied to VLSI physical design. For exam-
ple, the famous multilevel partitioners,ML [2], hMETIS[19], and
HPM [9], the multilevel placer,mPL[3], and the multilevel floor-
planner/placer,MB*-tree [22], all show the promise of the mul-
tilevel framework for large-scale circuit partitioning, placement,
and floorplanning.

A framework similar to multilevel routing was presented
in [14, 23, 25]. Lin, Hsu, and Tsai in [23] and Hayashi and
Tsukiyama in [14] presented hybrid hierarchicalglobal routers
for multi-layer VLSI’s [14], in which both bottom-up (coars-
ening) and top-down (uncoarsening) techniques were used for
global routing. Marek-Sadowska [25] proposed a global router
based on the outer-most loop approach. The approach is sim-
ilar to the coarsening stage of multilevel routing. Cong, Fang,
and Zhang proposed a pioneering routability-driven multilevel
global-routing approach for large-scale, full-chip routing [10].
Cong et al. later proposed an enhanced multilevel routing system,
named MARS, which incorporates resource reservation, a graph-
based Steiner tree heuristic, and a history-based multi-iteration
scheme to improve the quality of the multilevel routing algo-
rithm in [11, 12]. Their final results of the multilevel global
routing are tile-to-tile paths for all nets. The results arethen fed
into a non-multilevel gridless detailed router, called DUNE [8],
to find the exact connection for each net. (Therefore, MARS
is in fact a multilevelglobal router, but not adetailed router.)
Lin and Chang also proposed a multilevel approach for full-chip,
grid-basedrouting, which considers both routability and perfor-
mance [5, 24]. This framework integrates grid-based globalrout-
ing, detailed routing, and resource estimation together ateach
level, leading to more accurate routing resource estimation during



coarsening and thus facilitating the solution refinement during un-
coarsening. Their experimental results show the best routability
among the previous works for grid-based routing. Recently,Ho
et al. in [17] and [18] presented another multilevel framework for
full-chip, grid-based routing considering crosstalk and antenna
effects, respectively. The framework incorporates an intermedi-
ate stage of layer/track assignment between the coarseningstage
and the uncoarsening stage. The coarsening stage performs only
global routing while global routing and detailed routing are inte-
grated together at the uncoarsening stage.
1.2 Gridless Routing

Most of the previous routing algorithms are grid-based, assum-
ing uniform wire/via sizes. However, the grid-based approach is
not effective to handle modern routing problems with nanometer
electrical effects, such as optical proximity correction (OPC) and
phase-shift mask (PSM). To cope with these nanometer electrical
effects, we need to consider designs of variable wire/via widths
and spacings, for which gridless routers are desirable due to their
great flexibility. The gridless routing, however, is much more
difficult than the grid-based routing because the solution space
of gridless routing is significantly larger than that of grid-based
routing. Cong et al. in [8] proposed a three-level routing scheme
with a wire-planning phase between the global routing and the
detailed routing. However, for large-scale designs, even with the
three-level routing system, the problem size at each level may
still be very large. Therefore, as the designs grow, more levels of
routing are needed [12]. Recently, Chen and Chang proposed an
OPC-aware multilevel gridless router [6], which integrates grid-
less global and detailed routing at each level. Their routercan
handle non-uniform wire widths and reduce OPC pattern feature
requirements.
1.3 Our Contributions

In this paper, we present a novelΛ-shaped multilevel frame-
work (LMF for short) that can better handle global circuit effects
than the traditionalV -shaped multilevel framework (VMF for
short). VMF applies a two-stage technique of bottom-up coarsen-
ing followed by top-down uncoarsening. As an example adopted
in [6] and shown in Figure 1(a), the coarsening stage of VMF
uses a detailed router to route a local connection accordingto the
tile-to-tile path found by a global router. Its uncoarsening stage
considers the failed connections during the coarsening stage, and
rip-up and re-route are performed to refine the routing solution.
Experimental results showed that VMF obtains solutions of very
high completion rates. Since VMF works in a bottom-up manner
by processing smaller (finer) regions first, shorter local nets are
routed earlier than longer global nets, and it is very likelythat the
shorter local nets might become routing blockages that hurtthe
later routing of global nets. Therefore, it is obvious that VMF is
limited in handling global circuit effects such as criticalpath op-
timization, which is much more important for modern nanometer
circuit designs.

Unlike VMF that adopts the V-shaped framework, LMF works
in the Λ-shaped manner: top-down uncoarsening followed by
bottom-up coarsening. (See Figure 1(b) for an illustrationof
LMF.) Based on LMF, we develop aΛ-shaped multilevel full-
chip gridlessrouter (LMGR for short) for large-scale circuit de-
signs. The top-down uncoarsening stage of LMGR starts from
the coarsest regions and then processes down to finest ones level
by level; at each level, it performs global pattern routing and de-
tailed routing for local nets and then estimate the routing resource
for the next level. Then, the bottom-up coarsening stage performs

global maze routing and detailed routing to reroute failed connec-
tions and refine the solution level by level from the finest level to
the coarsest one.

LMF outperforms VMF in the optimization of global intercon-
nect effects (such as wirelength, timing, and crosstalk optimiza-
tion), since LMF considers the global configuration first andthen
processes down to local ones level by level, and thus the global
effects can be handled at earlier stages. In particular, LMFis
general and thus can readily apply to other problems.

In addition to the aforementioned characteristics, our LMF-
based LMGR has the following distinguished features:

• The previous works [5, 17, 18, 24] are gird-based mul-
tilevel router, which cannot handle designs of variable
wire/via widths and spacings. Thus, they cannot effectively
handle modern routing problems with nanometer electrical
effects such as OPC.

• The previous works [10, 11, 12, 15, 23] are mainly for
global routing while LMGR integrates global and detailed
routing.

• LMF considers the global longer nets first at the earlier un-
coarsening stage, leading to better control on critical path
delay and global interconnect effects.

• The previous works [5, 6, 24] performgreedy global rout-
ing, which determines the global path of the current net
without considering the routing resource of succeeding
nets. In contrast, LMGR employs a congestion map to
guide the global routing at all stage. Initially, the map keeps
the preliminary estimation of routing congestion based on
the pin distribution. After routing a net, the map is updated
dynamically based on the real route, previously routed nets,
and estimated unrouted nets. As routing proceeds, we keep
more and more accurate congestion information in the map.
Therefore, we have better congestion control throughout
the whole routing process.

• We use a new cost function based onboth the total
path congestion and the maximum channel congestion for
global routing. The cost function obtains better solutions
than those consider only total path congestion or the maxi-
mum channel congestion.

• LMGR has higher flexibility and keeps more global views,
and thus more routing objectives (such as crosstalk and
OPC) can be more easily considered in LMGR since ex-
act track and wiring information at each level after detailed
routing is known.

Table 1 compares the existing multilevel routing frameworks
among [5, 24], [6], [10, 11, 12], [17, 18], and LMF.

Experimental results show that our LMGR achieves the best
routability among all published gridless routers [6, 12] based on a
set of commonly used MCNC benchmarks with non-uniform and
uniform wire widths. Besides, LMGR can obtain significantly
less wirelength and smaller critical path delay than the previous
works [5, 24].

The rest of this paper is organized as follows. Section 2
presents the global, detailed, andΛ-shaped multilevel routing
models. Section 3 presents ourΛ-shaped multilevel routing
framework . Experimental results are reported in Section 4.Fi-
nally, we give concluding remarks in Section 5.
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Work Category of routing Framework Characteristics
• Gridless global • UseΛ-shaped multilevel framework. • Perform global and detailed routing at each level.

Ours and detailed routing • Before uncoarsening: channel density initialization.• Handle longer nets first and thus the wirelength
• Uncoarsening: GR+DR+RE. and the critical path are reduced.
• Coarsening: global and detailed maze refinement.

Chang et al. • Grid-based global • Use V-shaped multilevel framework. • Perform global and detailed routing at each level.
in [5, 24] and detailed routing • Coarsening: GR+DR+RE. • Lack initial global routing.

• Uncoarsening: global and detailed maze refinement.
Chen et al. • Gridless global • Use V-shaped multilevel framework. • Perform global and detailed routing at each level.

in [6] and detailed routing • Coarsening: GR+DR+RE. • Lack initial global routing.
• Uncoarsening: global and detailed maze refinement.

• Gridless global • Use V-shaped multilevel framework. • Perform global and detailed routing separately.
Cong et al. routing+ flat gridless • Coarsening: RE.

in [10, 11, 12] detailed routing • Intermediate stage: multicommodity flow.
• Uncoarsening: global maze refinement.

• Grid-based global • Use V-shaped multilevel framework. • Perform global and detailed routing separately.
Ho et al. and detailed routing • Coarsening: GR+RE.

in [17, 18] • Intermediate stage: track/layer assignment.
• Uncoarsening: global and detailed maze refinement.

Table 1:Multilevel framework comparisons among [5, 24], [6], [10, 11, 12], [17, 18], and LMGR. GR, DR, and RE denote global routing, detailed routing, and
resource estimation, respectively.

2 Preliminaries
2.1 Modeling of Global Routing

Routing in modern IC’s is a very complex process, and we can
hardly obtain solutions directly. Our global routing algorithm is
based on a graph search technique guided by the congestion as-
sociated with routing regions and topologies. The router assigns
higher costs to route nets through congested areas to balance the
net distribution among routing regions.

Before we can apply the graph search technique to multilevel
routing, we first need to model the routing resource as a graph
such that the graph topology can represent the chip structure. Fig-
ure 2 illustrates the graph modeling. For the modeling, we first

(a) (b)

Figure 2:Modeling of global routing: (a) Partitioned layout; (b) Routing graph.

partition a chip into an array of rectangular subregions. These
subregions are calledglobal routing cells (GRCs). A node in
the graph represents aGRCin the chip, and an edge denotes the
boundary between two adjacentGRCs. Each edge is assigned a
capacity according to the width/height of aGRC. The graph is
used to represent the routing area and is called amultilevel rout-
ing graph, denotes byGk, wherek is the level ID. A global router
findsGRC-to-GRCpaths for all nets onG0 to guide the detailed
router. The goal of global routing is to route as many nets as pos-
sible while meeting the capacity constraint of each edge andany
other constraint, if specified. Note that, because of the gridless
nature of our routing problem, the cost of routing a net is associ-
ated with the wire width and spacing.

As the process technology advances, multiple routing layers
are possible. The number of layers in a modern chip can be more
than six [13]. Wires in each layer run either horizontally orver-
tically. We refer to the layer as a horizontal (H) or a vertical (V)
routing layer.
2.2 Modeling of Detailed Routing

In the detailed routing stage, seeking a design-rule-correct
path between two given points in the routing region is our major
concern. At first, for each obstacle (a pre-routed wire or a pin),

we extend a range which is the sum of the obstacle (wire/via)
spacing and a half of the width of the routing wire. As shown
in Figure 3(a), the extended range is the sum ofDS andWj/2,
whereDS andWj are the design rules of wire/via spacing and the
width of the routing wire, respectively. According to the bound-
aries of all extended regions and the center of the obstacle,we get
threex-coordinates and threey-coordinates for each extended re-
gion. We store allx-coordinates andy-coordinates of all extended
regions and all centers of all obstacles into two sorted array, CGx

andCGy, separately. Based onCGx andCGy, we can construct
a connection graph(CG). A node in aCG denotes that it is an
intersection of onex-coordinate inCGx and oney-coordinate in
CGy. A node in aCG also denotes that it is a feasible point for
routing the wire. As shown in Figure 3(a), the black circles in the
intersection are the feasible points for routing the wire. There-
fore, to seek for a design-rule-correct path from the source, PS ,
to the target,PT , we just need to search all feasible points and
find if a successful path exists. As shown in Figure 3(b), a design-
rule-correct path fromPS to PT is found through the five feasible
points shown on thePS-PT path.

WiWj/2 DS Wj/2

PS

PT

DS

(a) (b)

WiWj/2 DS Wj/2

PS

PT

DS

Figure 3: (a) We build theCG and locate the feasible points by extending a
range which is the sum of the obstacle (wire/via) spacing anda half of the width
of the routing wire.DS , Wi, andWj are the design rule of wire/via spacing, the
width of the pre-routed wire, and the width of the routing wire, respectively; (b) A
design-rule-correct path from the source,PS , to the target,PT , is found through
the five feasible points shown on thePS -PT path.

2.3 Modeling ofΛ-shaped Multilevel Routing
As illustrated in Figure 1(b),G0 corresponds to the routing

graph of the level 0 of the multilevel uncoarsening stage. Be-
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path detailed routing to reroute failed connections and 
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Figure 1:(a) The V-shaped multilevel framework flow; (b) TheΛ-shaped multilevel framework flow.

fore the uncoarsening stage is performed, we need to determine
the number of levels and buildGRCs for each level. For each
level i, we merge fourGRCi of Gi into a largerGRCi+1. The
process continues until the number ofGRCs at levelk is equal to
one. After determining the number of levels, we start with the un-
coarsening stage from thek-th level. At each leveli, our global
router just finds routing paths for thelocal nets(a local net at
level i denotes that all pins of the net can be included entirely by
a GRCi and cannot be included totally by aGRCi−1), and then
the detailed router is used to determine the exact wiring. After the
global and detailed routing are performed, we expand eachGRCi

to four finerGRCi−1 and at the same time perform resource es-
timation. The uncoarsening stage continues until the0-th level
is arrived. After finishing the uncoarsening stage, the coarsening
stage tries to refine the routing solution starting from the level 0.
During the coarsening stage, the unroutable connections during
the uncoarsening stage are considered, and point-to-path maze
routing and rip-up and re-route are performed to refine the rout-
ing solution. Then we proceed to the next level (i.e., level1 here)
of the uncoarsening stage by merging four adjacentGRC0 into a
largerGRC1. The process continues until we go back to levelk
when the final routing solution is obtained.

3 Λ-shaped Multilevel Routing Framework
LMGR tends to route wider nets first since a wider net con-

sumes more routing resource. Besides, LMGR tends to route
longer nets first at the uncoarsening stage. It is obvious that the
local nets at the higher level (say, levelk) are usually longer than
those at a lower level (say, level 0). Usually, a longer net has

larger path delay. Thus, this observation implicitly suggests that
a longer net has a higher priority than a shorter net as far as timing
is concerned. Thought this net ordering scheme may not be the
optimal solution for some routing problems (for example, when
routability is considered, routing shorter nets first oftenleads to
a better completion rate), it is still a better alternative to the opti-
mization of global interconnect effects.
3.1 Channel Density Initialization and Update

If global routing, detailed routing, and resource estimation
are performed separately, the re-routing process conducted at the
global routing stage may be in vain since it does not know if the
re-routing is useful for the detailed routing. Also, the detailed
router may fail to find a path because of the low flexibility in-
duced from the separated global routing. Therefore, makingthe
three tasks interact with each other can significantly improve rout-
ing quality [5, 24]. However, the concept can only guide the lat-
ter nets passing through the area with lower congestion and can-
not avoid a wrong decision made bygreedy global routingwhich
determines the global path of an early routed net without con-
sidering the routing resource of succeeding nets. Therefore, we
initialize the routing congestion information based on thepin dis-
tribution and the global-path prediction of all nets, and then keep
a congestion map that is updated dynamically based on both the
already routed nets and the estimated unrouted nets. As routing
proceeds, we keep more and more accurate congestion informa-
tion in the map. Therefore, we have better congestion control
throughout the whole routing process.

For a 2-pin connectionc, we use L- and Z-shaped routes to
determine the number of possible global routesnc. We evenly
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distribute the wire density of the connectionc, wc, among all pos-
sible global routes. Therefore, the wire density of each possible
global route iswc/nc. For each possible global route, we add
the wire density of the possible global route to the channel den-
sity in the routing graph. For example, as shown in Figure 4(a),
the connectionc (from the source S to the target T) has 2 L-
shaped routes (S→a→b→c→g→T and S→d→h→i→j→T) and
3 Z-shaped routes (S→a→e→i→j→T, S→a→b→f→j→T, and
S→d→e→f→g→T), implying that the wire density of each pos-
sible global route iswc/5. Therefore, according to the number
of possible global routes, we add the values which are shown in
Figure 4(b) to the channel density in the routing graph betweenS
andT . After all 2-pin connections finish the process, we get an
initial channel density. Note that the aforementioned approach is
a natural way to estimate routing congestion, commonly usedfor
interconnect-driven floorplanning.

(a) (b)
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Figure 4:(a) Possible global routes: 2 L-shaped routes and 3 Z-shapedroutes;
(b) The values should be added to the channel density in the routing graph between
S andT .

At first, the channel density is totally estimated by the ap-
proach. After a connection has been routed successfully, the es-
timated cost induced by the connection will be removed from
the channel density, and the wire density of the real path will
be updated to the channel density (congestion map) dynamically.
Therefore, our congestion control is based on congestion infor-
mation induced by both the already routed nets and the estimated
unrouted nets. As routing proceeds, we have more and more ac-
curate congestion information for routing succeeding nets.

3.2 Cost Function for Global Routing
Let the multilevel routing graph beG0 = (V0, E0). Let Re =

{ e ∈ E0 | e is the edge chosen for routing}. We apply the cost
functionα : E0 → ℜ to guide the global routing:

α(Re) = max
e∈Re

ce +
1

|Re|

∑

e∈Re

ce , (1)

wherece is the congestion of edgee and is defined by

ce =
de

pe

,

wherepe andde are the capacity and channel density associated
with e, respectively. We measure the routing congestion based on
thechannel densitydefined by the sum of wire spacing and wire
width for gridless routing. (Note that the definition is different
from the case in grid-based routing, for which channel density is
defined as the maximum number of parallel nets passing through
a routing channel.)

There are two advantages by using this cost function for global
routing. First, this cost function can avoid that we select apath

which has lower total path congestion with a higher channel con-
gestion. Second, this cost function can prevent us from choos-
ing a worse global path with the higher overall path congestion
when two global paths have the same maximum channel con-
gestion. For example, as shown in Figure 5, the channel con-
gestion between the source (S) and the target (T) is shown on it
corresponding edge. If we determine the global path by the to-
tal path congestion, we will select the pathP1 (S→a→b→e→T),
which has the minimal total path congestion, 1.5. However, this
path has a very high channel congestion, 0.9. If we determine
the global path by the maximum channel congestion, pathsP2

(S→c→d→e→T) andP3 (S→c→f→g→T) have the same cost,
0.7. Selecting a path betweenP2 andP3 arbitrarily without con-
sidering other information seems not a good idea, sinceP3 is a
better solution with lower total path congestion. Therefore, since
our cost function considers both the total path congestion and the
maximum channel congestion, we will select the better solution
P3 with the minimum cost, 1.1.

S a b

c d e

f g T

0.9 0.1

0.3 0.6

0.4 0.1

0.4 0.6 0.3

0.7 0.6 0.2

P3

P2

P1

Figure 5: The global paths determined by different cost functions.P1: to-
tal path congestion;P2: maximum channel congestion;P3: maximum channel
congestion + average total path congestion.

3.3 Λ-shaped Multilevel Gridless Routing
In the following, we present our framework for LMGR and

summarize it in Figure 6.

Algorithm: Λ-shaped-Multilevel-Gridless-Routing(G, N)
Input: G - partitioned layout;

N - netlist of multi-terminal nets;
Output: routing solutions forN onG

begin
1 Partition layout;
2 For each netn ∈ N

3 Construct an MST;
4 Decompose the MST into 2-pin connections;
5 For each 2-pin connection
6 Initialize channel density;
7 // Uncoarsening Stage
8 For each level at the uncoarsening stage
9 Choose a local netn;
10 For each connectionc ∈ n;
11 Perform global pattern routing;
12 Perform detailed routing;
13 Update channel density;
14 //Coarsening Stage
15 For each level at the coarsening stage
16 Choose a failed connection at the uncoarsening stage
17 Perform global maze routing;
18 Perform detailed routing;
19 Update channel density;
20 Analyze timing for all nets;
21 return the routing layout;
end

Figure 6:Algorithm for Λ-shaped multilevel gridless routing.

Given a netlist, we first run a minimum spanning tree (MST)
algorithm to construct the topology for each net, and then de-
compose each net into 2-pin connections, with each connection
corresponding to an edge of the MST. According to those 2-pin
connections, we use the heuristic in Section 3.1 to initialize the
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channel density in the routing graph by predicting the global paths
of all nets in advance.

LMGR starts from uncoarsening the coarsenest tile of level
k. At each level, tiles are processed one by one, and only local
nets are routed. At each level, the two-stage routing approach of
global routing followed by detailed routing is applied. Theglobal
routing is based on the approach used in the Pattern Router [20]
and first routes local nets on the tiles of level k. Let the multilevel
routing graph of leveli beGi = (Vi, Ei). Let Re = { e ∈ Ei |
e is the edge chosen for routing}. We apply the cost function in
Section 3.2 to guide the routing.

After the global routing is completed, LMGR performs de-
tailed routing with the guidance of the global-routing results and
finds a real path in the chip. Our detailed router is based on the
Dijkstra’s shortest path algorithm and supports thelocal refine-
ment. If detailed routing of a connection fails, it will be recon-
sidered (refined) at the coarsening stage. After a connection has
been routed successfully, the estimated cost induced by thecon-
nection which calculated by the approach in Section 3.1 willbe
removed from the channel density, and the wire density of thereal
path will be updated to the channel density (congestion map)dy-
namically. This is calledresource estimation. There are at least
two advantages by using this approach. First, routing resource
estimation is more accurate than that performing global routing
alone since we can precisely evaluate the routing region. Second,
we can obtain a good initial solution for the following refinement
very effectively since pattern routing enjoys very low timecom-
plexity and uses fewer routing resources due to its simple L-and
Z-shaped routing patterns.

The coarsening stage starts to refine each local failed connec-
tion, left from the uncoarsening stage. The global router isnow
changed to the maze router with the same cost function in the un-
coarsening stage. Coarsening continues until the first level k is
reached and the final solution is found. Note that the global maze
routing here serves as an elaborate rip-up and re-route processor,
in contrast to the simple L- and Z-shaped routing during uncoars-
ening. (For rip-up and re-route in LMGR, we mean the maze
routing at the coarsening stage. It is only applied to globalrout-
ing for better efficiency and quality trade-off.) This two-stage
approach of global and local refinement of detailed routing gives
our overall refinement scheme.

4 Experimental Results
We have implemented LMGR in the C++ language on a 1 GHz

SUN Blade-2000 workstation with 8 GB memory. We compared
our results with the grid-based routers presented in [5, 17,24] and
the gridless routers presented in [6, 12] based on the 11 bench-
mark circuits provided by the authors. (Note that since the results
of [12] is better than those of [10, 11], we just compare our re-
sults with [12].) The design rules for wire/via widths and wire/via
spacings for detailed routing are the same as those used in [12].

Table 2 lists the set of benchmark circuits. In the table,
“Circuit” gives the names of the circuits, “Size” gives the lay-
out dimensions, “#Layers” denotes the number of routing layers
used, and “#Nets” gives the number of two-pin connections af-
ter net decomposition. For delay computation, we use the El-
more delay model. All the parameters are the same as those used
in [5, 17, 24]. A via is modeled as theΠ-model circuit, with its re-
sistance and capacitance being twice of those of a wire segment.
As pointed out in [5, 24], Mcc1, Mcc2, Struct, Prim1, and Prim2
do not have the information of net sources. Therefore, we cannot
calculate the path delay for those benchmark circuits. In the fol-

Circuit Size (µm) #Layers #Nets #Pins
Mcc1 45000×39000 4 1693 3101
Mcc2 161482×161482 4 7541 25024
Struct 4903×4904 3 3551 5471
Prim1 7522×4988 3 2037 2941
Prim2 10438×6488 3 8197 11226
S5378 435×239 3 3124 4818
S9234 404×225 3 2774 4260
S13207 660×365 3 6995 10776
S15850 705×389 3 8321 12793
S38417 1144×619 3 21035 32344
S38584 1295×672 3 28177 42931

Table 2:The benchmark circuits.

lowing experiments, we represent the critical path delay ofthese
5 benchmark circuits by the notation,–.
4.1 Multilevel Grid-based Routing with Uniform Nets

Table 3 lists the wirelength, the critical path delay, the numbers
of failed nets, and the running time obtained by the V-shapedmul-
tilevel grid-based router with the routability mode in [5, 24], the
V-shaped multilevel grid-based router in [17], and LMGR. (We
just list the results for the benchmark circuits S5378∼S38584
obtained by [17], since they did not experiment on the other 5
benchmark circuits in their works.) In the table, “WL (µm)” rep-
resents the wirelength inµm, “#F. Nets” denotes the number of
failed nets, “Dmax (psec)” represents the critical path delay in
pico-second, and “Time (sec)” represents the running timesin
second.

Compared with [5, 24] with the routability mode, the ex-
perimental results show that LMGR achieved a 5.66X runtime
speedup, reduced the respective maximum and average wire-
length by about 18% and 10%, reduced the respective maximum
and average critical path delay by about 17061% and 4734%.
Compared with [17], the experimental results show that LMGR
achieved a 1.46X runtime speedup, reduced the respective max-
imum and average wirelength by about 69% and 38%, reduced
the respective maximum and average critical path delay by about
154% and 18%. Besides, LMGR obtained significantly better
routing solutions than [17]. Note that the wirelength and the de-
lay caused by failed nets in [17] should be calculated for fair com-
parison with LMGR. Because [17] did not complete routing for
all benchmark circuits and did not calculate the cost of failed nets
in their wirelength and delay, the router underestimates the wire-
length and the critical path delay. (A net with multi-sink isrouted
as a tree. If an edge in this tree is not routed, the tree will be
broken into two sutrees. Therefore, the router does not include
the failed edge in the wirelength computation, and neither does
the downstream capacitance/resistance of the failed edge for de-
lay computation.) If the wirelength and the delay caused by the
failed nets are also considered, the real result of the router will be
even worse in its wirelength and critical path delay.
4.2 Multilevel Gridless Routing with Uniform Nets

Table 4 lists the wirelength, the critical path delay, the num-
bers of failed nets, and the running time obtained by the V-shaped
multilevel gridless routing [6], the multilevel routing (multilevel
global routing+ flat gridless detailed routing) [12], and LMGR.

Compared with [6], the experimental results show that LMGR
achieved a 2.22X runtime speedup, reduced the respective max-
imum and average wirelength by about 4% and 2%, reduced the
respective maximum and average critical path delay by about
90% and 21%. Compared with [12], the experimental results
show that LMGR achieved a 1.82X runtime speedup. (For a
fair and reasonable comparison, we normalize the running time
of [12] by the factor 440/1000.) Since [12] did not report their
wirelength and the critical path delay in their paper, we cannot
compare those results in LMGR with those in [12].
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(A) Results of [5, 24] (B) Results of [17] (C) Our Results
Circuit WL Dmax #F. Time WL Dmax #F. Time WL Dmax #F. Time

(µm) (psec) Nets (sec) (µm) (psec) Nets (sec) (µm) (psec) Nets (sec)
Mcc1 2.9e7 – 0 108.3 (*) – (*) (*) 2.7e7 – 0 63.1
Mcc2 4.1e8 – 0 3961.7 (*) – (*) (*) 4.0e8 – 0 1353.8
Struct 8.9e5 – 0 80.7 (*) – (*) (*) 8.4e5 – 0 4.0
Prim1 1.0e6 – 0 89.0 (*) – (*) (*) 1.0e6 – 0 5.0
Prim2 4.3e6 – 0 420.0 (*) – (*) (*) 4.1e6 – 0 30.1
S5378 8.5e4 89 0 6.0 8.4e4+ 28+ 5 10.6 7.4e4 11 0 7.6
S9234 6.4e4 254 0 4.1 6.0e4+ 24+ 2 8.1 5.4e4 17 0 4.8
S13207 2.0e5 465 0 20.8 2.3e5+ 52+ 10 22.6 1.8e5 33 0 20.0
S15850 2.5e5 2670 0 31.1 2.9e5+ 68+ 19 62.6 2.2e5 84 0 24.5
S38417 5.5e5 8541 0 70.3 8.0e5+ 106+ 33 71.3 4.7e5 174 0 91.1
S38584 7.6e5 176090 0 171.9 1.1e6+ 132+ 54 255.6 6.6e5 1026 0 209.0
Comp. 1.10 48.34 0 5.66 1.38+ 1.18+ 123 1.46 1 1 0 1

Table 3:Comparison among (A) he V-shaped multilevel grid-based routing [5, 24], (B) he V-shaped multilevel grid-based routing [17], and (C) LMGR. Note: All
works were run on a 1 GHz Sun Blade-2000 workstation with 8 GB memory. (+: Because (B) underestimated the wirelength and the path delay by ignoring the cost
induced by failed nets, the actual results are worst than thenumbers listed in the table.) (–: Because those benchmark circuits did not have the information of net
sources, we cannot calculate the path delay for them.) (*: Since [17] did not experiment on those 5 benchmark circuits, we leave the corresponding fields blank.)

(A) Results of [6] (B) Results of [12] (C) Our Results
Circuit WL Dmax #F. Time WL Dmax #F. Time WL Dmax #F. Time

(µm) (psec) Nets (sec) (µm) (psec) Nets (sec) (µm) (psec) Nets (sec)
Mcc1 2.8e7 – 0 179.3 (*) – 0 105.1 2.7e7 – 0 63.1
Mcc2 4.1e8 – 0 5509.3 (*) – 0 1916.9 4.0e8 – 0 1353.8
Struct 8.5e5 – 0 5.7 (*) – 0 31.6 8.4e5 – 0 4.0
Prim1 1.0e6 – 0 5.0 (*) – 0 33.5 1.0e6 – 0 5.0
Prim2 4.2e6 – 0 42.8 (*) – 0 162.7 4.1e6 – 0 30.1
S5378 7.6e4 21 0 16.4 (*) (*) 0 30.0 7.4e4 11 0 7.6
S9234 5.5e4 18 0 9.5 (*) (*) 0 22.8 5.4e4 17 0 4.8
S13207 1.8e5 37 0 48.8 (*) (*) 0 85.2 1.8e5 33 0 20.0
S15850 2.2e5 87 0 83.9 (*) (*) 0 107.1 2.2e5 84 0 24.5
S38417 4.8e5 183 0 168.5 (*) (*) 0 250.9 4.7e5 174 0 91.1
S38584 6.7e5 1086 0 369.9 (*) (*) 0 466.1 6.6e5 1026 0 209.0
Comp. 1.02 1.21 0 2.22 0 1.82# 1 1 0 1

Table 4:Comparison among (A) the V-shaped multilevel gridless routing[6], (B) the V-shaped multilevel gridless global routing + flat gridless detailed routing [12],
and (C) LMGR. Note: (A) and (C) were run on a 1 GHz Sun Blade-2000 with 8 GB memory; (B) was run on a 440 MHz Sun Ultra-5 with 384 MB memory. (–:
Because those benchmark circuits did not have the informationof net sources, we cannot calculate the path delay for them.) (*: Since [12] did not report their
wirelength and the critical path delay in their paper, we leave the corresponding fields blank.) (#: For fair comparison, we normalize the running times of [12] by the
factor 440/1000.)

4.3 Multilevel Gridless Routing with Non-uniform
Nets

We also performed experiments on the benchmark circuits of
non-uniform wire widths. We modify the original circuits ofuni-
form wire sizes to generate a set of circuits of non-uniform wire
sizes by using the following rules, which was proposed by [12].
The longest 10% nets are widened to twice the original width,
while the next 10% are widened to 150% the original width.
However, because the benchmark circuits S5378∼S38584 are
standard-cell designs, widening any pin violates the design rules
for via spacing. Therefore, it is unreasonable and incorrect to test
these six benchmark circuits.

As shown in Table 5, LMGR still achieved 100% routing com-
pletion for all benchmark circuits while [6] and [12] completed
routing for only 4 circuits.Note that LMGR is the first router
to complete the routing for this set of benchmarks of non-
uniform wire sizes. Figures 7 and 8 show the full-chip and par-
tial routing solutions for ”Mcc1” with non-uniform nets obtained
from LMGR, respectively. The bounding box in Figure 7 is the
boundary of this benchmark circuit. We can see in Figure 8 that
the three left-most vertical lines have different widths.
4.4 Timing-Driven Multilevel Routing with Uniform

Nets
Finally, we compared our results with timing-driven routers.

[5, 24] is the first and the only one timing-driven multilevelgrid-
based router. Because there is no timing-driven multilevelgrid-
less router, we selected the first multilevel gridless router [6]
which can calculate the path delay. First, we constructed a short-
est path tree for a net by connecting all sinks directly to their net
source to obtain the timing constraints. We then assigned the tim-
ing bound of each sink as the multiplication of the constantk and
the shortest path delay of the net.

Figure 7:The full-chip routing solution for ”Mcc1” with non-uniformnets ob-
tained from LMGR. The bounding box is the boundary of this benchmark circuit.

Figure 8: A partial routing solution for ”Mcc1” with non-uniform netsob-
tained from LMGR. We can see that the three left-most verticallines have differ-
ent widths.

Table 6 lists the wirelength, the critical path delay, the num-
ber of failed nets, the number of nets which violates timing con-
straints (#V. Nets in this table), and the running time obtained
by the V-shaped multilevel grid-based router with the timing
mode [5, 24], the multilevel gridless routing [6], and LMGR
whenk = 2.5.

Compared with [5, 24] with the timing mode, the experi-
mental results show that our router achieved a 9.76X runtime
speedup, reduced the respective maximum and average wire-
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(A) Results of [6] (B) Results of [12] (C) Our Results
Circuit WL #F. Time WL #F. Nets Time WL #F. Time

(µm) Nets (sec) (µm) (#Total Sub-nets) (sec) (µm) Nets (sec)
Mcc1 2.8e7 0 199.6 (*) 0 148.1 2.7e7 0 65.4
Mcc2 4.1e8 383 36581.5 (*) 27(99715) 3388.8 4.1e8 0 23383.3
Struct 8.5e5 0 15.3 (*) 0 36.3 8.4e5 0 10.3
Prim1 1.0e6 0 19.2 (*) 0 47.4 1.0e6 0 12.2
Prim2 4.2e6 0 150.8 (*) 0 296.7 4.1e6 0 80.0
Comp. 1.02 238 1.91 27 1.19 1 0 1

Table 5:Comparison among (A) the V-shaped multilevel gridless routing[6], (B) the V-shaped multilevel gridless global routing + flat gridless detailed routing [12],
and (C) LMGR. Note: (A) and (C) were run on a 1 GHz Sun Blade-2000 with 8 GB memory; (B) was run on a 440 MHz Sun Ultra-5 with 384 MB memory. (Note
that because the benchmark circuits S5378∼S38584 violate the design rules of via spacing, we did not list these cases in this table.) (*: Since [12] did not report their
wirelength in their paper, we leave the corresponding fieldsblank.) (#: For fair comparison, we normalize the running time of [12] by the factor 440/1000.)

(A) Results of [5, 24] (B) Results of [6] (C) Our Results
Circuit WL Dmax #F. #V. Time WL Dmax #F. #V. Time WL Dmax #F. #V. Time

(µm) (psec) Nets Nets (sec) (µm) (psec) Nets Nets (sec) (µm) (psec) Nets Nets (sec)
S5378 120766+ 14+ 19 0 38.1 75602 21 0 3 16.4 73818 11 0 0 7.6
S9234 92453+ 12+ 25 0 27.2 55319 18 0 2 9.5 54199 17 0 0 4.8
S13207 2.9e5+ 27+ 42 0 113.2 1.8e5 37 0 2 48.8 1.8e5 33 0 0 20.0
S15850 3.5e5+ 35+ 47 0 549.9 2.2e5 87 0 3 83.9 2.2e5 84 0 0 24.5
S38417 9.6e5+ 54+ 121 0 962.2 4.8e5 183 0 3 168.5 4.7e5 174 0 0 91.1
S38584 1.2e6+ 133+ 173 0 1933.0 6.7e5 1086 0 10 369.9 6.6e5 1026 0 0 209.0
Comp. 1.76+ 0.62+ 427 0 9.76 1.02 1.21 0 23 2.3 1 1 0 0 1

Table 6:Comparison among (A) The V-shaped multilevel grid-based routing with the timing mode [5, 24], (B) The V-shaped multilevel gridless routing [6], and
(C) LMGR. Note: All works were run on a 1 GHz Sun Blade-2000 with 8 GB memory. (+: Because (A) underestimated the wirelength andthe path delay by ignoring
the cost of failed nets, the actual values shall able to even worst.)

length by about 103% and 76%. Since [5, 24] underestimated
the wirelength and the path delay by ignoring the cost induced
by failed nets, the actual values shall be even worse. Compared
with [6], the experimental results show that our router achieved
a 2.3X runtime speedup, reduced the respective maximum and
average wirelength by about 4% and 2%, reduced the respective
maximum and average critical path delay by about 90% and 21%.
Although some path delays of [6] violated timing constraints, the
router completed routing for all benchmark circuits. Therefore,
we can compare the results of LMGR with those of [6]. Besides,
LMGR obtained significantly better routing solutions than [5, 24]
and [6] under the same timing constraints. (k = 2.5)

5 Conclusion
In this paper, we have proposed a novelΛ-shaped framework

for multilevel, full-chip gridless routing. TheΛ-shaped multilevel
framework adopts a two-stage technique, top-down uncoarsening
followed by bottom-up coarsening. Experimental results have
shown that ourΛ-shaped multilevel gridless router can obtain
100% routing completion rates with less wirelength and smaller
critical path delay than previous works. Besides, it can handle
designs with non-uniform wire widths well and obtained better
routing solutions than previous works.In particular, our grid-
less router is the first to complete the routing for the set of
commonly used benchmarks of non-uniform wire sizes listed
in the preceding section.
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