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Abstract—This paper describes a clock tree synthesis a lot of undesired wiring detours, which may cause
methodology for high performance ASICs. The main goal severe skew and routability problemes. In this paper we
is to produce process, voltage, and temperature (PVT) vari- present an automated clock tree synthesis tool for high
ations tolerant clock distribution network in the presence of L N -
complex rectilinear routing obstacles. We introduce three perf_ormance digital circuits. The tool handllesf rectilinear
key ideas. First, we note that not all data paths between routing obstacles and produces PVT variation tolerant

registers have same sensitivity to the clock uncertainty. clock tree with short total wire length.
[22] The proposed methodology respects this difference, )
and let those more sensitive to the clock uncertainties B. Previous Works

share longer common path in the clock tree. Second, we . .
use extended Delaunay triangular mesh to represent the As a classic CAD problem, clock tree synthesis has re

physical proximity of clock sinks in the presence of routing Ceived intensive research efforts in the past twenty years.
obstacles. Based on the physical proximity information The proposed clock tree topology generation algorithms
and timing constraint information, we use recursive graph  can be roughly classified into three categories: top-down
partitioning to generate the initial clock tree topology. nartitioning, bottom up merging, and iterative searching.

Third, we adopt multi-level optimization techniques to . - . oL
refine the clock tree topology and physical embedding. The main objectives are balancing the load, minimizing

The topology and embedding is optimized with accurate the total Wi'je length and delay.
timing and wire length estimation. Experimental results The median and mean method (MMM) proposed by

show significant improvements on PVT variation tolerance Jackson eal. [11] recursively partition the clock sinks
with little wirelength overhead. on a plane according to the locations. This method
produces a well balanced topology. However, it does not
consider routing obstacles.

The geometric matching [12] and greedy-DME [6],
With rapidly increasing clock frequency, the clockuses bottom -up matching to construct the tree topology.
uncertainties introduced by process, voltage, and tempé&hese methods depend on the dynamic nearest neighbor
ature (PVT) variations consume significant portion of gueries, which is computationally expensive in the pres-
clock cycle time and consequently decrease the circaihce of routing obstacles. In a Manhattan plane without
performance [4]. Designing a PVT variation toleranobstacles, the shortest path query only takes O(1) time,
clock distribution network becomes a vital part of higlwhile with obstacles, the fastest algorithms have a time

performance digital circuits. Recently, non-tree clockomplexity of at leas©(mlogm), wheremis the number
distribution topologies [16] [18] have been proposedf corner nodes of all obstacles.
to reduce the clock uncertainty by adding shunt con- Ellis et al.[7] and Chou etal. [5] both used simu-
nections. Some of them have been applied to the hitdted annealing to search for the optimal tree topology.
performance processor designs [15][19][1]. However, fdvultiple objectives are optimized simultaneously in the
the automated ASIC design flow, the tree structure 8mulated annealing framework.
still favorable for following two reasons. First, the tree Recently, several works target at the variations aware
structure is easier to analyze and can be integrateldck tree synthesis. Velenis at [21] first noticed that
into current static timing analysis flow. Second, treaot all datapath have the same sensitivity to the clock
consumes less routing area and hence has lower powacertainty, and use a sequential merging scheme to
consumption and causes less routability problems. construct the clock tree topology. Their method does not
For clock tree synthesis and routing algorithms, ongse any physical proximity information. It may results in
practical challenge is the existence of routing obstaclesxcessively large total wire length, and the tree topology
The state-of-the-art SoCs usually consist of a number wfay be very unbalanced.
memory blocks and IP macros. Some of these blocksIn [10], Hu et al. extended the DME [2] algorithm
form the routing obstacles for clock wires. If the clocko accommodate the permissible clock uncertainty con-
topology generation algorithm does not take the routirgjraints for a given clock tree topology. This method can
obstacles into account, resulted clock tree may has@nificantly reduce the timing violations caused by the

I. INTRODUCTION
A. Motivations



process variations on the interconnect. However, since Register A Somrenene oo Register 8
the tree topology is generated by the non-variations- e
aware DME algorithm, it could not reduce the clock
uncertainties caused by the voltage variations on the
clock buffers, which is believed to be one main cause of
clock uncertainties. In [3], the clock sinks are partitionegiu v e sy e
into groups, the algorithm reduces the wirelength by only5s cock uncetanty
minimizing intra-group skew values.

Common path of the clock
tree, the delay variance has
no effect on the clock
uncertainty between A and B

Fig. 1. Clock Uncertainties and Timing Constraints in Sequential
C. Our Contributions Circuits

As stated in [21], only small portions of the datapaths
in synchronous circuits are most sensitive to the clogk Section VI. Finally, we conclude the paper in Section
uncertainties. For those registers, we ought to put they.
topologically close to each other in the clock tree. At
the same time, in order to minimize the total wire Il. PROBLEM STATEMENT
length, we also need to consider the physical proximity We formulate the PVT variation aware clock tree
between clock sinks when we construct the clock tresynthesis problem in this section. In subsection A, we
We extend the basic Delaunay triangulization by addirgjarify the definitions of skew and clock uncertainty, and
virtual nodes to the boundary of the obstacles. Thiiscuss their effect on circuit behavior. In subsection B,
extended Delaunay triangular mesh provides a graple present the problem formulation.
representation of the spatial relation of the clock sinks. o
We combine the Delaunay triangular mesh with the cIo&' Clock Uncertainties and CRPR
uncertainty constraint graph and use graph partitioning toWe make distinction between clock skew and clock
balance the PVT variation tolerance and total wire lengtincertainties. In this paper, we refer clock delay to the
cost. We use multi-level optimization to further refingignal propagation delay from the clock source to the
the clock tree topology with actual physical embeddinglock input pins. For a pair of registers, A and B, the
information. We utilize the accurate wirelength and dela§ifference of clock delaya andt, can be decomposed
estimations based on actual physical embedding to guidéo two parts, the deterministic part and the probabilistic
the search of optimal topology. The main contributiongart. We call the deterministic path —t, the skew,
of this work are: which is due to the designed mismatch of delay and

« We explicitly address the requirement of both clocﬁlan be calt_:gla_\ted using nominal design Va?'“es- We call

the probabilistic partA,p, the clock uncertainty, which

uncertainties and wirelength minimization in the d by the PVT i Fi 1 sh
clock tree topology generation. By considering botfy caused by ine varations. Figure 1 ShOws a
hematic of a datapath in sequential circuits. Assuming

the spatial and temporal relations between clocif

sinks, we reduce the number of timing violationd € combinational logic has maximal delay Dmax and

by 88% with only 1.5% of wire length increasing.mm'Tal_ ?elay Dmin, we have following two timing
« We use extended Delaunay triangular mesh to refﬁ(-)nS raints.

resent the physical proximity information in the ta -+ Dmax+ tsetup— th +Dap < tp (1)
presence of routing obstacles.
« We adopt a multi-level optimization technique to si- ta + Dmin —tb — Bap = thold )

multaneously refine the clock tree topology and em- according to above two constraints, the clock skew
bedding. With multi-level optimization technique _y may be useful and can be introduced intentionally
we are able to synthesis clock tree with 200Kg) O the other hand, the clock uncertaintis, are
flip-flops, 1.6 million timing constraints, and 2005yays harmful to the performance and reliability of
routing obstacles within 6 hours. the circuits. Traditionally, the designers use a certain
The rest of this paper is organized as follows. Iportion of the clock delay, e.g. 15% of the insertion
Section Il, we formulate the PVT variations aware clockelay, as a safe margin of the clock uncertainty esti-
tree synthesis problem. We then describe the flow of timeation. However, this approach overestimates the clock
methodology in Section lll. In Section IV, we present theincertainty. From Figure II-A, we see that the delay
initial clock tree topology generation by recursive grapkariations on the common path in the clock tree do not
partitioning. After that, we introduce the multilevel op-contribute to the clock uncertainty between two registers.
timization framework for clock tree topology refinemenOnly the variations on the distinct paths make the con-
and physical embedding. We show experimental resuttsbution. The state-of-art static timing analyzer[22] has



already implemented the clock reconvergence comm
path removal (CRPR) algorithm, which can exclude th
pessimism introduced by considering the variations d
the common path. In this paper, we use a constant porti
of the delay from the nearest common ancestor to tl
clock sink as the estimation of the clock uncertaint
between two registers. We call this constant as the clo
uncertainty coefficientk.
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B. PVT Variation Aware Clock Tree Synthesis Problen

Let S={s = (x,Yyi)} denote a set of clock sinks on
a Manhattan plane ang) the clock source. Each clock
sink 5 has a capacitive loa@;. The routing blockages
B are a set of rectangles on the plane. Angl is the

pon

2.

DRIgorithm: Variation Aware Clock Tree Synthesis
e Input: Clock sinks set S

Routing obstacles set B
Clock uncertainty constraint graph Ge.

n
Sutput: clock tree T

rocedure:

Generate extended Delaunay triangulization Gs = (S, Es),
and assign edge weights

Estimate the minimal size of the bottom level cluster, s min
Construct the uncertainty constraint graph Gt = (S, Et),

and assign edge weights

while (cluster size > s_min)

do recursive partitioning on G = (8, Et + Eu)

maximum permissible clock uncertainty between registes. While not converged
i and registerj. Clock treeT(S) is a tree rooted asp {
and spanning on the union set of Steiner poitand |5, For (i =1 tom) do

clock sinksS. We formulate the PVT variations aware
clock tree synthesis problem as follows.

PVT Variations Aware Clock Tree Synthesis Prob-
lem: Given a set of clock sinks S=(xi,yi,) on a Manhattat
plane, a set of rectangular routing blockage B, the pe
missible clock uncertainty between clock sinks, the
clock uncertainty coefficient k, construct a buffered clog
tree T(S), such that the total wirelength is minimize
while all the permissible clock uncertainty constraints
are met.

An alternative way to formulate this problem is to
maximize minimum slackness for given total wire length
or power budget. This formulation is a dual of oueur initial topology generation algorithm in subsection
formulation, and the proposed method can solve both
problems.

Low temperature simulated annealing to optimize the
permutation of level 7 subtrees;
For(i=nto 1)do

Low temperature simulated annealing to optimize the

permutation of level 7 subtrees

}
Clock tuning

T

Fig. 2. PVT Variations Aware Clock Tree Synthesis Algorithm

A. Extended Delaunay Triangulization
lll. OVERALL FLOW OF THE METHODOLOGY Delaunay triangulization and its dual format, Voronoi

Figure 3 shows the pseudo code of our PVT variatiortiagram, have been used in several clock tree synthesis
aware clock tree synthesis algorithm. The algorithralgorithms for simple representation of near neighbor
inputs the clock sink distributions, routing obstaclesnformation of objects in a 2D space [7]. However, in
and maximal pairwise clock uncertainty constraints. large ASIC designs, the existence of various routing
proceeds mainly in three steps. First, it extracts tH#ockages distorted the original distance matrix and
spatial relation and temporal relation between clock sinksakes the distance computation much more expensive.
using extended Delaunay triangulization, and generateThe Voronoi diagram problem in the presence of
the initial tree topology by recursive partitioning. Theobstacles is referred as geodesic Voronoi diagram prob-
tradeoff between wire length and PVT variation tolerlem. Many algorithms have been proposed for the con-
ance is controlled by the net weighting. Then, a multistruction. However, most of them require the support
level optimization scheme refines the tree topology ard complicated data structures [9]. In our application,
routing with accurate physical embedding informatiorwe only need a basic representation of the geometrical
Finally, we tune the buffer size and wire size to furtheproximity structure. We extended the basic Delaunay
improve the solution quality. triangulation by adding virtual nodes to the boundaries

of the obstacles.
IV. INITIAL TREE TOPOLOGY GENERATION In order to describe the virtual nodes adding scheme,

In this section, we describe our method for initialve first introduce the concept ofshadow regionFigure
clock tree topology generation. In subsection A, w&/-A shows an example of shadow regionWithout loss
first introduce the extended Delaunay triangulization araf generality, we assume tha is the right boundary
prove several useful properties of it. Then, we descrilmé a rectangular obstacle. We draw a squaféB'B. Let



betweenv' andx is always smaller than the Manhattan
vi i’ distance betweerv and x, which contradicts to the
definition of Delaunay triangulization. Hence, such edge
Blockage does not exist.
From Lemma 1, we prove following theorems. The
w3 ‘ first theorem shows the correctness of virtual node

450 insertion, and the second theorem shows that the graph
B’ B will not become disconnected after edge deletion.

Theorem 1: Assume an obstacle boundary edge,
and a nodev. From nodev, draw two lines each with
the slope of+1 and —1. Let these two lines intersect
v vi | at vl and v2, respectively. If there is a virtual node

. . V' betweenvl and v2, then there is not edge in the
L Vv L v Delaunay triangular mesh incident te and intersects

e e | .

.7 . Theorem 2: The extended Delaunay triangular mesh
V¢’ v.o —Jdvp is connected after deleting all the obstacle crossing
AN AN edges.
N N Assume there are points andk rectangular obstacles
AN AN S on the plane. The extended Delaunay triangulization has
N N following properties.
AN AN Lemma 2: The total number of virtual nodes is
v2 v2 o(n) + O(K)
Lemma 3: The extended Delaunay triangulization can
Fig. 4. Proof of Theorem 1 be conducted ifO((n+Kk)log(n+k)) time.
Lemma 4: On an extended Delaunay triangular mesh
G={V+V',E}, if shortest paths between nodeand
O be the center of the square. We take away the triangledeB are all non-x-monotoner non-y-monotongall
OAB/, the rest of the square is called thleadow region these paths must contain at least one virtual node.
of obstacle boundarpB. ) _—

Given a set of pointsy, and a set of rectangular ob-B- Topology Generation through Graph Partitioning
staclesB, we construct the extended Delaunay triangular We take the union of the extended Delaunay triangular
mesh in following steps. First, we add every corner poimhesh and clock uncertainty constraint graph, and use
of the obstacles to the virtual nodes 8t Then, we recursive graph partitioning to generate the tree topology.
construct the shadow region for each obstacle bounddriie key of this process is the edge weight assignment.
segment. For every nodg lies inside the shadow regionFor a Delaunay triangular mesB = (V + V'’ E) we
of obstacle boundan\B, we obtain its projectiony], on assign the edge weight using following equation:
AB and add virtual node to the virtual node sev’. MAXdist(e)

We compute the Delaunay triangulization on point set ce)=—(sag

V +V’. By deleting all of the edges crossing obstacles, dist(e)
we obtain the extended Delaunay triangular m&gh= The intuition behind this equation is that the cost of
(V +V’',Es). For the correctness of our virtual nodeseparating two nodes should be inversely proportional to
insertion and edge deletion scheme, we prove followirthe physical distance between them. In our implementa-
lemmas and theorems. tion, we set the value af to 1.0. For clock uncertainty

Lemma 1: Assume an obstacle boundary edgje, constraintgrapls={V,E} , the edge weight is set using
and a nodev. From nodev, draw two lines each with equationc(u,v) = ket , where,Au,v is the maximal
the slope of+1 and —1. Let these two lines intersectpermissible clock uncertainty between nagdand node
| at vl and v2, respectively. If there is a virtual nodev. The constank is decided by the ratio of the total edge
V' betweenvl and v2, then there is not edge in theweight of G; and Gs. In our implementation, the value
Delaunay triangular mesh incident te and intersects of k is set to let the total edge weight & and Gs to
[ be equal. Theé value decides the tradeoff between PVT

Sketch of the proof:From Figure 4, we see that if variations tolerance and wire length. Choosing the larger
there is an edge of Delaunay triangular mesh startihgmplies higher preference for variations tolerance while
from v intersect with at pointx. The Manhattan distancethe smallerk gives the preference to shorter wire length.
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: V. MULTI-LEVEL REFINEMENT AND TREE
‘ EMBEDDING

| The recursive graph partitioning presented in the pre-
' vious section produces a good balance between physical
proximity and temporary constraints. However, at the
abstract level of graph partitioning, there is a lack of

4

AN detail physical embedding information; the optimization

AN can not be driven by accurate wirelength and delay cost.

<__ |_ Hence, the topology generated is suboptimal. We adopt
(o ock sk an ot obstacies T a multi-level optimization schemg to further impro_ve the
mesh and its bi-partitioning clock tree topology and embedding. While exploring the

search space of different topologies, we simultaneously
%onstruct the physical embedding and insert buffers.
The accurate wirelength and delay estimations guide the
topology optimization. According to our experiments,
the multi-level refinement can improve the total wire-
length by 10% to 15% as well as reduce the number of
timing violations by 10% to 30%.

Figure 6 illustrates the process of a "v-cycle” in the

Fig. 5. Extended Delaunay Triangulization and a Bi-Partitioning
Triangular Graph

A permdo e nodes 7 A_pemute eefrodes 7 multilevel clock tree refinement. The procedure starts
\ from the finest level optimization, where the permutation
coarsening " refinement Of the leaf level nodes is optimized. Through a coarsen-

ing process, we optimize the tree topology at a higher
and higher level. At level, the permutation of the"

level subtrees are optimized. When we finish the bottom
% &"“;}g_,l:;:‘j level optimization, we go back to a refinement process,
N where the optimizations are performed at finer and finer

/ level. We repeat this V-cycle several times, until we find
a satisfied solution or the quality of solution can not be

improved. Typically, it takes 4 to 6 V-cycles to optimize

w a clock tree with about 200K clock sinks.
At level i, a low temperature simulated annealing
Fig. 6. A v-cycle of multilevel clock tree refinement procedure optimizes the permutation of tiHe level

subtrees. The cost function used for simulated annealing
consists of three parts, the total wirelength, the insertion
delay, and the clock uncertainty constraints violations.
he fundamental movement of the simulated annealing
an exchange of subtrees rooted at the same level [5].

ast clock tree embedding subroutine incrementally
onstructs the embedding of the tree and calculates the
st for simulated annealing.

Note that when constructing the Delaunay triangula-trr
mesh, we do not distinguish the flip flops and the virtu 7
nodes. The weight of each edge is assigned purely ba:
on the physical distance. The flip flops and the virtus
nodes are distinguished by different node weight. Whét?

we do partitioning, the node weight of a flip flop is Itn otr_der to ac(:jcel;erate_ th(la_f_vxgret Iengthb a;(;:i_ dela;:j
proportional to its capacitive load, while all the virtualgsf'fm"".'On't\.Ne a r?p a ‘f‘llrr?p ::)Ieff ree etm € gng an
nodes have zero weight. uffer insertion scheme. The buffer insertion scheme is

a simple fanout rule based insertion. We restricted the
Figure 5 shows an example of a bipartitioning on adlock buffers to be placed only at the Steiner points,
extended Delaunay triangular mesh. Figure 5(a) illusnd enforce the load to input capacitance ratio for every
trates the clock sinks distribution and routing obstacleslock buffer as a constant, for example, 4. This scheme
Figure 5(b) is the extended Delaunay triangular mesh aretjuiresO(logn) time for an incremental adjustment.
its 2-way partitioning. The dashed line illustrates the cut The embedding algorithm is based on bottom-up
line of the graph. With this patrtition, the clock sinks arenerging. At each non-leaf node in the tree structure, we
clearly partitioned into two parts by its physical locatiomecord the location of the center of mass for the subtree
and no obstacle is immersed inside the points set of theoted at that node. When we merge two nodes, we
same cluster. use Dijkstra’s shortest path algorithm on the Delaunay
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graph to find a path between two nodes and let all L

shaped connections bend toward the center of mass @ D! =
EID._
00
|

the subtree rooted at its parent node. We use Tsay’s zer
skew emerging scheme [20] to decide the location of
tapping points and apply wire snaking to balance the
delay when needed. This scheme requires @{lpgn) =
time for an incremental tree construction. DU

After obtaining the optimized topology, we can use

i
DME algorithm to find the best embedding and use more| || DD ﬂ] I_
accurate delay calculation methods to adjust the tapping 5’% o= 'E]"—"J_.
point position and buffer sizes. = 1 1 Lo O
jl[ = /| s o}
VI. EXPERIMENTAL RESULTS s l:l[ [ :D = E

We implement the clock tree synthesis flow in C T 10 B 17 oY==l (=
programming language. We use Metis library [14] for — H'—
graph partitioning and Triangle 1.5 package [23] for hﬂ I:E i ﬁ In [
Delaunay triangulization. The platform is a 2.4GHz o[ EI:I D ‘E 0 o
Pentium 4 desktop running Linux. =)

We perform two sets of experiments. First, .We COm_ig 7. Clock tree for a 200K flip-flops, 200 obstacles chip top level
pare the performance of our methodology with DMé)u.te ére shown, small black squares iﬁdicate the root of local routing
algorithm on a set of publicly available benchmarkgees
[24]. This set of benchmarks does not contain routing
obstacles. Then, we demonstrate the experimental results
ona |arge Synthetic benchmark. The design has 200K fﬁﬁ our algorithm. Column 6 to column 9 list the results
flops, 1.6million timing constraints and 200 rectanguldP’ DME. The second and the sixth columns are the
routing blockages. The chip size is 14 mm by 14 mniiumbers of clock uncertainty violations. Our method on
The capacitive load of each flip flop is 3.4fF. average has 12.6 violations for every circuit while the

We rand0m|y generate the permissib'e clock uncepME ha.S 108. The thll’d a.nd the Seventh C0|umn ShOW
tainty constraints for all pairs of flip flops. For any pai,the maximal violations. Our method reduces the average
of flip flops, we assume there is a data path betwedplue of maximal violations by 70%. The fourth and
them with probability 0.1. If there is a data path betwee@ighth columns are total wirelengths. Comparing with
two flip-flops, we assume the maximal permissible clocdkME, our method only increase the wirelength by 1.5%.
uncertainty between them is a random number uniformly Figure 7 shows the top level routing with routing
distributed in the range of 1 to 1000 ps. blockages for the large scale testcase. We can see from

We generate clock trees using both our programe figure that the existence of obstacles Significantly
and the DME algorithm. The original DME algorithmdistorted the physical proximity structure. Our program
generates unbuffered clock trees. We use the same bufiefpletes in 6 hours. Among the 1.6 million clock
insertion/sizing routines we used in our PVAT algorithn¥incertainty constraints, only 65 of them are violated.
to insert the buffer on the clock trees generated by
DME algorithm. We extract the SPICE netlist from
the routed clock tree. We set all the R, C values, We present a novel clock tree synthesis methodology
supply voltages, and transistors lengths to be randdor high performance ASICs. The proposed scheme
variables with Gaussian distribution. TBe values are recognizes different requirements on clock uncertainty
10% of their nominal values. To model the temperatufgy different data path and let the registers on the two
variations, we sweep the environment temperature froemds of a critical path share more common path on a
20C to 80C. Due to the simulation tool limitation, weclock tree, thus decrease the effect of clock uncertainty
did not model the effect of the on-chip temperatureaused by PVT variations. We use an extended Delaunay
gradient. Part of its effect is reflected by the interconnetriangular mesh to represent the clock sink proximity in
resistance variations. We perform Monte Carlo analysise presence of routing obstacles. Taking both spatial
using HSpice. We get the clock uncertainty by takingnd temporal relations into consideration, we use graph
the maximal difference between clock delays of two flippartitioning to get an initial clock tree topology. We
flops in 40 runs of HSpice simulations. then refine the clock topology and embedding through a

Table 1 are the comparisons between our method amulilti-level optimization process.

DME algorithm. Column 2 to column 5 are the results Experimental results show that our method produces

VIl. CONCLUSIONS ANDFUTURE DIRECTIONS



TABLE |
COMPARISONS BETWEEN OUR METHOD ANDDME

ckt PVAT DME

#viol [ Max Vio (ps) [ w.l. (mm) [ CPU (s) | #viol | Max Vio (ps) [ w.I. (mm) [ CPU (s)
rl 7 61 188.1 9.2 45 165 187.2 0.1
r2 5 107 362.3 16.0 63 331 355.0 0.3
r3 9 375 447.6 47.6 82 979 443.9 0.4
r4 14 214 906.1 103.4 295 642 894.2 2.6
5 28 213 1340.9 189.7 457 1204 1316.9 7.4

only one ninth of the clock uncertainty violations com{14] G. Karypis and V. Kumar,Multilevel Algorithms for Multi-

paring with DME algorithm. It reduces the maximal Constraint Graph PartitioningTechnical Report TR 98-019, De-
. ; o . o i . . partment of Computer Science, University of Minesota, 1998
violations by 70% with Only 1.5% increase in WWeIength[lS] N. A. Kurd, etal., A Multigigahertz Clocking Scheme for the

We also demonstrate that our algorithm can complete a Pentium 4 MicroprocessotEEE Journal of Solid-State Circuits,

complex design with 200K flip-flops, 1.6 million timing Vol 36, No. 11, pp. 1647 - 53, November 2001
. d 200 | . b | h []és] M. Mori, H. Chen, B. Yao, and C. K. Chend, Multiple Level
constraints, an rectangular routing obstacles In Network Approach for Clock Skew Minimization with Process

hours of CPU time. Variations, in Proc. ASPDAC, 2005
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