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I have spent quite some time on literature search on a few things for the purpose of writing various proposals for funding:

1. Timing and leakage yield estimation and optimization

Old approach: define yield as the acceptable performance (timing, power, etc) space in terms of a big integral, then maximize the integral by perturbing the variables (eg. transistor widths).

Newer approaches: (i) Tilos like sensitivity-based dual-Vth assignment for leakage reduction bounded by timing yield requirement [Sylvester, DAC 04]; and (ii) Heuristical penalty function in gate-sizing formulation using mathematical programming which penalizes sizing towards creating many near-critical paths [Viswesvariah, DAC02].

2. Clock tree optimization for power and process variation tolerance

Robust design: mathematical programming approaches to optimize for power of clock tree by buffer insertion under parasitics in intervals [Dai, DAC95; Hu, ISPD03; Marek-Sadowska, DAC04].

I have taken parts in the work of 3 proposals during last week.

I am also trying to formulate the power-optimal delay “budgeting” problem. I have reviewed some papers, which are summarized as follows:

1. Buffer block planning
-
[Cong, ICCAD99]: given a target delay, this work derives the “feasible region” for buffers that can maneuver inside while satisfying the target delay. These overlapping feasible regions are grouped to form buffer blocks. Major problem: committing a buffer to a location changes other feasible regions!

-
[Koh, TCAD02]: given a target delay, this work derives the “independent feasible region” for buffers. Committing a buffer to any location does not change other feasible regions in this formulation. When finding the buffer blocks, crowded blocks are penalized and hence achieve better routability.

-
[Wong, forgotten]: similar except that the buffer blocks are given and fixed. The authors formulated a max-flow-min-cut problem.
-
There are some other variants, but they are coupled with other problems like floor-planning, retiming, etc.

2. Delay estimation

-
[Cong, a bunch]: gives lower bound for delay of optimally buffered and sized interconnect (both 2-pin and tree), experimentally shown to be tight bounds.
-
[Wong, ASPDAC01]: matched the transmission line model of a 2-pin net to derive accurate delay-optimal buffered net; assumed “exponential” wire shape.

3. Delay budgeting (note: all existing work does not assume buffer insertion)

-
[Sarrafzadeh, a bunch; Marek-Sadowska, TVLSI04] mathematical programming based delay (slack) budgeting; in Majid case, he has derived a polynomial time budgeting algorithm based on integer linear programming, which has been studied for 20 years and Mani even once claimed during the class that this is an NP-complete problem!

It looks like, just like what Prof He suggested, solving the delay budgeting problem is not difficult even with power as the objective due to the abundance of good work in the literature. Therefore I am going to first start phase 1 by the block planning problem. Two major things that I am going to try are:

1. to get the power-optimal objective into the “feasible region” formulation; and

2. to get the delay/power estimation with dual-Vdd buffers of heterogeneous sizes;

given target delay.

If this turns out to be significant improvement I will go phase 2, in which I will formulate the power-optimal delay budgeting problem for blocks. The delay estimation for interconnect will be based on what phase 1 has.
