achieved by current day systems. Thisindicatesthat substantial en-
ergy savings are possible viathe use of more sophisticated coding
schemes.

5 Conclusions

The main conclusions of this paper are: 1.) noise-toleranceis an
attractivetechniquefor achievinglow energy operationin presence
of noise, and2.) lower boundson energy can bederived viainform-
ation-theoretic concepts. For an off-chip signaling, we have shown
that the lower boundsare afactor of 24 X below what present day
systems achieve and that a 3.X energy reduction can be achieved
by employing anoise-tol erant scheme based on asimple Hamming
code.

Futurework needsto be directed towards multiple output func-
tions, comprehensivenoisemodel s, efficient noi se-tol erant schemes
for on-chip logic and digital signal processingfilters so that energy
efficiency can be achievedin the presenceof deep submicron noise.
Efficient approachesto noisein the deep micron erawould require
ajudicious combination of noise-tolerance and noise-reduction.
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Figure 6: Plot of supply voltage vs. Energy dissipation per infor-
mation bit for thetraditional unencodedschemeand proposedNTS.

encoder capacitance, K, isthefactor by which the supply voltage
for the forward channel in the proposed schemeis scaled down, and
pa isthe probability of error detectionwhichisgivenby pg = p. —
DPe-

The expression for energy dissipation in the original scheme
(32) includes only the dynamic component of energy dissipation.
The static component of energy is negligible due to a high device
threshold voltagein thebuffer circuit. Intheproposed scheme(33),
both static and dynamic componentsof energy dissipation aretaken
into account. Thisis because the device threshold voltage in this
caseislow due to low supply voltage levels. The expression for
Frew @soinvolves energy dissipation in the encoder and decoder
circuitswherethe supply voltageiskept high to maintain high noise
margins.

4.3 Results

We now compare the performance and energy dissipation of the
two schemes discussed above. The value of the off-state leakage
current /.., inthe buffersiscomputed using (21). Notethat though
we have taken three sources of energy dissipation into considera-
tion, due to the high value of the off-chip bus capacitance, the dy-
namic component of energy dissipation is the primary source of
power dissipation for the proposed scheme.

Fig. 6 showsthe plot of supply voltagevs. energy dissipation
for the traditional and the proposed schemes. Note that at a given
supply voltagetheenergy dissipatedin thetraditional schemeisthe
least. For the proposed scheme, aswe increasethe value of m, the
number of parity bitsin the coding scheme, theratio n/k decreases
and hence energy consumption also decreases. It should however
be noted that at a given supply voltage the BER of the traditional
schemeis much higher than that of the proposed scheme. Thisis
indicated in fig. 7 which showsthe plot of supply voltagevs. BER
(bit error rate) for the original and the proposed schemes. It can be
seen that at agiven supply voltage the bit error rate offered by the
proposed schemeis several orders of magnitude better than the one
offered by the traditional schemewhere only the supply voltageis
varied to providethedesired level of reliability intermsof bit error
rate.

Fig. 8 showsthe plot of performance (in terms of bit error rate)
vs. energy dissipation for the schemesconsidered above. Notethat
as expected, to achieve a specified value of bit error rate, the tradi-
tional scheme where no coding is employed consumes the maxi-
mum amount of energy. For the proposed scheme, note that asthe
value of m isincreased, the energy dissipation required to achieve
adesired level of performance decreases. Thistrend will however
changewhenthe complexity of theencoder andthe decoder interms

g, fp,]

25
supply voltage

Figure 7: Plot of supply voltagevs. log1o(BER) per information
bit for the traditional unencoded scheme and proposed NTS.

Figure 8: Plot of logio(BER) vs. energy dissipation for the tradi-
tional unencoded scheme and proposed NTS.

of their switching capacitancesbecomes comparableto that of the
bus.

Wenow comparetheschemesdiscussedwith to thelower bounds
obtainedin section3 From Fig. 4, we seethat thelower bound equals
FEy = 20.5 pJ/bit. Thisisshownin Fig. 9 along with the values of
FEy, achieved by proposed noise-tolerant schemes. Also shownis
energy efficiency of a n—repetition code with » = 5. Note that
repetition code does not offer any energy savings as compared to
the original scheme. However, a simple linear code such as the
Hamming codes does offer about 3 X reduction in energy dissipa-
tion while maintaining the throughputto achievea BER = 1071,
Note also that the lower bound on E' is about 24X below the Fy

E, (paIbiy

Figure 9: Comparison of lower bound and other schemesfor off-
chip bus datacommunication



Figure 4: Plot of Vaq VS. Eayn.
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Figure 5: (a)traditional and (b)proposed schemesfor chip I/O sig-
naling

Theplot of Fy = Pd% Vs. Vg isshown in Fig. (4). First
of all, note that minimum energy dissipation does not occur at the
minimum possible V4 whichinthiscaseis Vaq—min = 0.8660V .
Increasein V44 enablesthe circuit to be operated faster (higher f.)
and henceresultsin adecreasein ¢. Note that the decreasein ¢ in-
deed offsets the increase in Vggq till Vaq = 1.0782V. Further in-
creasein Vg4 doesnot result in sufficient reductionin ¢. Hence, we
seean increasein energy dissipation beyond Vq = 1.0782V .

4 Design Example: High-Speed Chip 1/0 Signaling

In this section, we will demonstrate how we can get close to the
lower bounds derived in the previous section for high-speed chip
1/0 signaling. Thisis conceptually a simple problem but of great
importancedueto the high-datarates (0.5 Gb/s-2.6 Gb/s), low volt-
age levels (0.7V-0.8V) and noisy board environment [27, 28, 29].
Thus, the problem boils down to the design of low power transmit-
ter and receiver circuitsin the presence of noise.

We make the following assumptions: 1.) Chs = 50pF, 2.)
gate capacitance C'y = Ch,s/5000,3) oy = 0.3V, 4) R = 8
Mb/s, 5.) kv, = 750uA/V?, and 6.) desired bit-error rate (B ER)
=107'*. Thetraditional scheme(seeFig. 9) requiresasupply volt-

ageof Vqq = 4.8V to achievethedesired B F' R with £, =565pJ/bit.

Next, we proposeanoise-tol erant schemethat achievesa3X reduc-
tionin Ey while achievingthe same BER.

4.1 Noise Tolerance via Error Control

The proposed noise tolerant scheme (NTS) is shownin Fig. 6(b).
Theforward channel hasemployed areducedvoltagelevel Vaq/ K,
(where V4 isthe supply voltagein Fig. 6(a)). The forward chan-
nel is noisy and makeserrors with probability p. givenby (16. The
errors dueto noiseare handled viaerror detection and error correc-
tion using retransmission. Retransmission requests are made over
areverse channel with signaling voltage V44. Thereverse channel

will be usedinfrequently if the errors are infrequent. The encoder
and decoder operate at V4q. Hence, energy savings would accrue
only if the reduction in the supply voltage in the forward channel
is able to offset the overhead due to the encoder, decoder and the
reverse channel.

Every k bitsof thedatastream to be transmitted is mapped onto
acodeword of length » bitswheren > k. Notethat asn > &, the
possible 2% message symbols are mapped on to only asubset (with
size 2¥) of the possible 2" codewords. This property is made use
of at the receiver end to perform error detection.

Theencodedbit streamisthentransmitted over the off-chip bus.
Thecomplexity of the encoder in terms of number of gatesrequired
to implement it dependson =, k£ and the coding schemeemployed.
At the receiving end, the received bit stream isfirst decoded using
a decoder. The decoder declares an error if the received string of
n bitsis not one of the transmitted codewords. The transmitter is
informed of theerror usingareliable high-V4 reversechannel. On
receipt of an error signal from the receiver, the transmitter retrans-
mits the message symbol.

The simplest possible coding scheme that can be employed is
n-repetition code where the same information bit is transmitted n
times and magjority logic is used at the receiving end for decoding
the messagebit. We show that this approach (commonly employed
infault-tolerant computing [26]) ishighly inefficient in terms of en-
ergy. However, asimple Hamming code[30] resultsin substantial
power savings.

For any positiveinteger m > 3, there existsa Hamming Code
with following parameters.

e codelength: n = 2™ — 1
¢ Information symbol length: £ = 2™ —m — 1
¢ No. of parity bits: n — k = m

The BER for Hamming codesis given by

2m—1

b= [P0 @ D=2 = (= gk

(31)
where p. is the error probability per bit over the busline and is
givenin the present context by (16).

4.2 Energy Savings

In order to compute the power dissipation, the capacitance of the
bus-lineis modeled as alumped capacitance C'y,,. at the output of
thetransmitter buffer. We assumethat buffersin both the transmit-
ter and the receiver are atapered series of inverterswhich aresized
to minimize delay [22].

In case of the conventional system, the energy dissipated per
information bit transmitted is given by

Eoa = 0.5V3,Cous Jbit, (32)

where V4 is the supply voltage at which p. = 107*® per bit. It
is assumed that the signal has atransition activity of 0.5. It can be
shown that the energy dissipation for the proposed schemeis given
by

Vaalsup

Enew =
R

VdebuS [ 1 E-l-lﬁ]
1—pg L2K2k k

H0.5VE S (Cuee + Cone) ——Jbit,  (33)
k 1—pa

where 1., is the off-state leakage current in the buffer, f. isthe
input dataratein bits/sec, C's.. isthe decoder capacitance, C'... is



where the function Q(z) is defined as,

_ OOLe—yQM
Q(z) = / = Py 7)

It can be shown that the probability of channel error p. increases
as Vyq reduces. For present day voltages and technologies, o v is
of the order of afew hundred millivolts and V4 isin the range of
acouple of volts. We now consider an example, which illustrates
the application of the concepts presented so far.

Example 4: Capacity of a 2-input AND gate in 1.2y CMOS:
Assumethat Vg = 1.5V, a5 = 0.5V, k = 80pA/VZ and Cp, =
50f F. Substituting the values of V44 and o into (16), we obtain
avalueof p. = 0.067. From, (13) with p. = 0.067, weget C,, =
0.6461 bitsuse. The secondcomponent f . of the capacity equation
(12) needsto be computed. In order to do this, we substitute the
valuesof k., Vaa and Cy, into (15) to get f.(1.5V) = 2.4 x 10°
uses/sec. Therefore, theinformation transfer capacity of thisgateis
givenby C = C,, f. = 1.55 x 10° bits/sec.§Thus, the AND gatein
Example 2 hasarelatively high capacity in spite of the large noise
standard deviation of o = 0.5V. Employing the information-
theoretic framework presented so far, we now determine the lower
bounds on energy.

3.4 Lower Bound on Energy consumption
The three major sources of energy consumption in CMOS VLS|
circuits[6] are:
1. dynamicpower dissipation (Pay ) —dueto capacitiveswitch-
ing,
2. static power dissipation (Ps:q:) — due to leakage and sub-
threshold currents and

3. short circuit power dissipation (P..) —dueto direct path cur-
rents caused temporary direct pathsfrom V44 to ground.

For thesake of simplicity, weassume: 1.) singleoutput logic gates,
and2.) lumped capacitances. Theexpressionsfor thedifferent com-
ponents of power dissipation are shown below [6, 20, 21]:

Payn = tCrVaaf, (18)
Pstat = Isuded, (19)
km
Psc E(Vdd - 2%)37-fca (20)
where
_ 2 1.8 W) (—Vt)
Isub = I& HCO.T‘/t € ( L exXp nVT ) (21)

t isthe average transition probability, C'z, is the capacitance being
switched, V4 isthe supply voltage, f. isthechannel signaling rate,
7 isthe ‘rise-fall time' of theinput signal, K is a constant depen-
dent on gate topology (K = 1 for aCMOS inverter), p isthe car-
rier mobility, C... isthe gate oxide capacitance, 4~ isthe effective
width-to-length ratio of theinverter, V- = £ and n isaconstant
with avalueranging from 1.4 to 1.5.
We employ the energy dissipation per information bit £ (in
joule/bit) as measure of energy efficiency given by
Ptot den+Pstat+Psc
=5 = = , (22)

and R isthe information transfer rate. Note that E; is the energy
required to transfer one bit of information over the channel which

Ey

inour caseisthelogic gate. Therefore, thelower boundson £, can
be obtained by solving the following optimization problem:

Ptot :den+Pstat+Psc

mintmize FEp = i 7 (23)
subject to:
[A(t) = h(pc)lfe = R (24)
km (Vaa — Vi)?
. = —— 25
I ViaCa (25)

Notethat the constraint (24) isobtained by replacing theinformation-
theoreticconstraint C' > R withamoregenera one: 1(X;Y)f. >
R, where I(X;Y) = [A(t) — h(pc)]f. (see (4)) for asymmetric,
singleoutput logic gate. Weassumethat transition signalingisused
to minimize thetransition activity at the output of thelogic gate. It
can be shown that the relationship between R, o v, t, C1., Vaa, V4,
feo k, and p. in (23), (24), and (25) is quite intricate. In the next
two subsections, we employ (23) to derive two new results.

3.5 Lower Bound on Transition Activity of Noisy Logic
Gates

The lower bound on transition activity derived in [24] is shown to
be a special case of the bound derived in this paper.

Theorem?2: The lower bound on transition activity at the output
of a symmetric, single output, noisy logic gate employing transition
signaling is given by

¢ > b [fﬁ + h(pc)] . (26)
Notethat in the absenceof noise, i.e. p. = 0, andsubstituting R =

‘Hf. bitdsand f. = Ry f. (R isthe number of codebitsassigned
per symbol) into (26), we obtain the lower bound on ¢ asfollows

¢> p [Rﬂb] . @7)

whichisidentical to the boundin [24] derived for noiselessgates.

3.6 Lower Bound on Dynamic Energy Consumption of
Noisy Logic Gates

We will now study the impact of reductionin transition activity on
dynamic power dissipation. Assuming that a given circuit is oper-
ating at the lower bound given by (26), thetransition activity at its
output is given by,

t=h"" [fﬁ + h(pc)] : (28)
Assuming that V; << Vg, from (15), we get

bk Vaa
=~

fe (29)
Notethat if & isfixed, V44 needsto beincreasedin order to increase
fetoobtainareductionin ¢. Substituting (28) and (29) in (18), the
dynamic power dissipationis given by,

RCy,

n = h_1
Pay kVaa

+ h(pe)| Vaak- (30)




where H (Y') is the entropy of the output ¥ and f. is the rate at
which theinput symbol sare being generated. Thisinformation trans-
fer rate R isimplementation-independent.

Example 2: Consider thetwo input AND gatefrom Examplel. Let
therate at which theinput isbeing processed (rate at which the gate
isclocked) be10M H . For thesameinput statisticsasin Example
1, theinformation transfer rateis given by

R=10x10° x 0.8112 = 8.112Mbits/sec.  (10)

Notethat theinformation transfer rate is dependent on both therate
at which the datais being processed and the probability distribution
of the input.

2.5 Channel Capacity

The channel capacity per use C',, is obtained by maximizing (4)
over al possibledistributionsof thechannel input X . Inother words,
I(X;Y). (12)

C, = max
vp(z)

Multiplying C., with the rate at which the channel is used f. (in
Hz), we obtain

C=0Cufe, (12)

It was also shown in [19] that it is possible to achieve an informa-
tion transfer rate R, (defined in (9) for adigital system [18]) for a
digital system[18]) with aprobability of error p. approaching zero
(viaappropriate coding of theinputs) aslongas R < C.

Example 3: For the AND gatein Example 2, assuming that the
probability of error for al input combinationsis 0.1 and the rate
of channel use f. = 20M H =z, it can be shown that information
transfer capacity of this gateis 10.62 M bits/sec. Note that aswe
have C' > R, it should be possibleto achieve completely reliable
operation accordingto [19]. In practice, the probability of error can
be reduced asfollows. Asthe rate at which the circuit is operated
is twice the rate at which the input arrives, for every bit of input
information, we can add a parity bit that would enable us to detect
and correct the errorsin the output. The design of practical coding
schemesthat provide the best performance with least overhead is
still an actively pursued area of research.

3 Information-Theoretic Framework for Noisy Gates

In this section, wefirst develop an information-theoretic model for
anoisy digital gateandthen employ it to determinethelower bounds
on energy. We consider only single output functionsin this paper.

3.1 Discrete Channel Model for Noisy Gates

A discrete channel model for anoisy gateisrepresented by atrellis
asindicated in Fig. 3(a). Thisdiagram indicates that the probabil-
ity of the output being correctis 1 — p. and the probability that it
isincorrect is p., for al inputs. Such amodel isalso referred to as
binary symmetric channel (BSC) [23]. Thus, we assume that the
magnitude of intermittent noise voltageis sufficient to causelogic
errors. A noisy inverter and a noisy two-input AND gate can sSim-
ilarly be represented as shown in Fig. 3(b) and Fig. 3(c), respec-
tively.

T p,
(b)

©

Figure 3: A channel modelsfor:(a) binary symmetric channel, (b)
an inverter, and (c) for a2-input AND gate.

3.2 Information Transfer Capacity of Noisy Gates

While it may seem that information can never be reliably trans-
ferred over such achannel, information theory saysotherwise. For
such gates, we present the following theorem, which quantifiesthe
information transfer capacity per use C.,:

Theorem 1: The information transfer capacity per use C',, of an
n-input, 1-output symmetric gate that makes an error with proba-
bility p. is given by

Cu =1 h(p), (13)

where h() is the entropy function defined in (2) and C', is in bits
per use of the channel. Furthermore, the output distribution that
achieves this capacity is the uniform distribution given by:

Py ==, for =01 (149
where p,, ; is the probability of observing the ¢*™ output combina-
tion.

For relatively high value of V4 with respect to the noise volt-
age, p. = 0, i.e, thecircuit becomeserror-free. In that case, (11)
indicatesthat C', isequal to unity and the capacity C' = f. (from
(12)). Thisis consistent with the conventional measure of capac-
ity as being the maximum rate at which the circuit can be clocked.
The result in Theorem 1 has a dependence on the technology and
the circuit style through p. and f.. This dependenceis described
next.

3.3 Characterization of f. and p.

We assume complementary MOS (CMOS) technology and static
design style. Assuming further that the gates have been designed
with balancedriseand fall times, we obtain therequired expression
for f. [21] asfollows.

km(Vag — Vi)?
VaaCr ’

where k,,, isthe transconductanceof the NMOS/PMOS transistor,
Vaaq isthesupply voltage, V; isthe NMOS/PM OStransistor thresh-
old voltage, and C';, istheload capacitance.

Characterization of p. is difficult asit requires the knowledge
of variousnoise sourcesand their dependenceuponthe supply volt-
age. Asthisisanon-goingwork [3, 4, 5], in this paper we will as-
sumethat all the major sourcesof noise contribute a noise voltage
Vi and that the gate output is in error when Vi exceedsthe logic
threshold voltage Vi, = % [22]. Assuming further that Vi has

anormal distribution with avariance o3;, we obtain [23] p. as,

Vaa
20N

pe = Q( )s (16)



bility p. every timeit isused. The value of p. dependsupon the
supply voltage V44 and the variance o3, of the noise voltage V.
Thismodel isapplicableif: 1.) thesystemfailure modesbeing con-
sidered are intermittent and 2.) the system performanceis quanti-

fiedintermsof bit-error rates(B F R) or signal-to-noiseratios(S N Rs).

Digital signal processing and communications systems satisfy 2.),
while deep submicron technology satisfies 1.). For simplicity of
exposition, we consider the noisy module to be a logic gate or a
off-chip wire.

2 Information-Theoretic Preliminaries

Inthis section, wedescribeinformation-theoretic preliminariessuch
as entropy, mutual information, conditional entropy and channel
capacity.

2.1 Entropy

Consider adiscretesourcegeneratingsymbols X fromtheset S x =
Xo, X1,...X 11 according to aprobability distribution function
p(z). A measure of theinformation content of this sourceis given
by itsentropy H (X), which is defined asfollows

L—-1
H(X) == piloga(pi), ®

wherep; = Pr(X =X;)fori=0,...,L —1and H(X)isin
bits. Note that we have I = 1 for asinglebit line, while an m-bit
bushas L = 2™ — 1.

This definition of the measure of information implies that the
greater the uncertainty in the source output, the higher isitsinfor-
mation content. Inasimilar fashion, asourcewith zero uncertainty
would havezeroinformation content and thereforeits entropy would
identically be equal to zero (from (1)).

We define arelated entropy function 2 (p) asfollows:

h(p) = —plogz(p) — (1 — p)log2(1 — p), @

where 0 < p < 1. Similarly, the inverse entropy function A~ (g)
is defined as,

A q)={p:h(p) =q,0<p< 5}, 3

RO | =

where0 < ¢ < 1. Thefunction &(p) is shown in Fig. 2, where
we seethat it achievesits maximum value of unity whenp = 0.5.
Thisisthe same as saying that if p is the probability of observing
a’'l’ inabinary signal then k(p) ismaximized if '1'sand’0's are
equally likely. This fact will be employed in obtaining the infor-
mation transfer capacity of noisy gates.

2.2 Mutual Information and Conditional Entropy
Themutual information 1(X;Y") isdefined as
I(X;Y) = H(X) = H(X|Y) = HY) = HY|X), (@

where H (X |Y') isthe conditional entropy of X conditionedon Y.
The conditional entropy H (X |Y') is given by

HX|Y)== 3" > Pr(X,Y)log:(Pr(X|Y)), (5)

YeSy X€Sx

wheretheset Sx = {Xo, X1, ..
Sy ={Yo,Y1,..., Y1}

.,XL_l}and

Figure 2: Theentropy function & (p).

Theconditional entropy H (X |Y') canbeinterpreted astheresid-
ual uncertainty in X given the knowledge of Y. Inasimilar fash-
ion, the mutual information (.X; Y") can be viewed as the reduc-
tion in uncertainty in X dueto theknowledgeof Y. Thisreduction
in uncertainty (by an amount 7(X;Y)) in X isdueto theinforma-
tion transferred from the input of the channel to its output per use
of the channel. The definition of mutual information in (4) along
with the fact that for a noiseless channel H(Y|X') = 0, provides
us with the defining equation (9) for the information transfer rate
R.

Thefollowing examplewill illustrate some of these conceptsas
applied to digital gates.

Example 1: An AND Gate: Consider atwo-input AND gate op-
erating at 100 MHz where both inputs are independent and i denti-
cally distributed (i.i.d) with the probability of a’1" on each being
equal to 0.5. Inthat case, the entropy of the input (taken either as
asingle 2-bit sourcewith . = 3 or astwo single-bit sources) is 2
bits. The entropy of the AND gate output Y (from (1)) is given by

H(Y) = —P(0)log2(P(0)) — P(1)log2(P(1)
= —21092(%) — ilogQ(i)
— 0.8112 bits (6)

2.3 Entropy Rate

Just as entropy is the average number of bits required to describe
the outcome of arandom experiment, entropy rate is the average
number of bits per symbol required to describe a random process.
Formally, the entropy rate of a stochastic process { X'; } is defined
by
H(X) = lim “H(X1, Xa,--- Xn). @
n—oo N

Notethat if the stochastic processisi.i.d, we get

H(X)= lim lH(Xl,XQ,an): nH(X1) _

n—oo M n

H(Xy),
which is equal to the entropy of each sample.

2.4 Information Transfer Rate

In [18], we have shown that any system function with input X and
output Y hasaminimum information transfer rate requirement of
R bitg/sgiven by

R=[H(Y), ©)
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Abstract

Presented in this paper are: 1.) lower bounds on energy con-
sumption of noisy digital gatesand 2.) the concept of noise tol-
erance via coding for achieving energy efficiency in the pres-
ence of noise. A discrete channel model for noisy digital logic
in deep submicron technology that capturesthe manifestation
of circuit noiseispresented. Thelower boundsarederived via
an information-theoretic approach whereby a VLS| architec-
tureimplemented in acertain technology isviewed asachannel
with information transfer capacity C (in bits/sec). A computing
application is shown to requirea minimum information trans-
fer rateR (also in bitg/sec). L ower boundsare obtained by em-
ploying theinformation theoretic constraint ¢ > R. Thiscon-
straint ensuresreliability of computation though in an asymp-
totic sense. Lower bounds on transition activity at the output
of noisy logic gatesarealso obtained usingthisconstraint. Past
work (for noiselessbuscoding) isshown to fall out asa special
case. In addition, lower bounds on energy dissipation is com-
puted by solving an optimization problem wherethe objective
function is the energy subject to the constraint of ¢ > R. A
surprisingresult isthat in a scenario where capacitive compo-
nent of power dissipation dominates: the voltage for minimum
energy is greater than the minimum voltage for reliable operation.
For an off-chip /O signaling example, we show that the lower
boundsareafactor of 24X below present day systemsand that a
very simpleHamming codecan reducethe ener gy consumption
by afactor of 3X. Thisindicatesthepotential of noisetolerance
(viaerror control coding) in achievinglow ener gy operation in
the presenceof noise.

1 Introduction

The 1997 National Roadmap for Semiconductors[1] describesthe
ability to continueaffordabl e scaling asone of the Grand Challenges.
For future technol ogiesto beaffordable, itisessential that highyields

*1 Thiswork was supported by DARPA contract DABT63-97-C-0025 and NSF
CAREER award M1P-9623737.
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Figure 1: Theinformation-theoretic framework for VLS.

be obtai ned without putting stringent requirements on the manufac-
turing tolerances. Thisisdifficult to doin deep submicron technol-
ogy dueto reduced feature sizes, smaller supply voltages (smaller
noise margins), faster transistors, slow and noisy interconnect, and
increasing density due to the trend towards building systems-on-
achip. In other words, deep submicron technology is inherently
noisy with noise comprising of ground bounce, cross-talk, process
variations, charge sharing, charge leakage, etc.. Thisisthe reason
for therecent interest in deep sub-micron noiseanalysis[2, 3, 4, 5].

Designinglow-power integrated circuitsin the presenceof deep
submicron noiseis achallenging problem becauseit requires usto
explorethe energy-reliability curve. It is not enough to reduce en-
ergy per se but to be able achieve sufficiently reliable operation at
thesametime. At present, low-power designisof great interest [6]
driven mainly by the need to extend battery life per unit weight in
mobile applications. Researchin this arearevolves around the de-
velopment of low-power design techniquesat variouslevels of the
design hierarchy [6, 7, 8, 9], power estimation techniques[10, 11,
12, 13, 14], and investigating the lower bounds on power dissipa-
tion [15, 16, 17, 18]. However, the impact of noise has not been
considered so far and in particular the following important ques-
tions remain unanswered: 1.) “What is the lower-bound on power
dissipation?, 2.) How far are we from these bounds? and 3.) How
do we approach the lower bounds systematically especialy in the
presence of noise?’ In this paper, we provide answers to some of
these questionsfor simple digital systems.

In this paper, in continuation of our past work [18], we present

aninformation-theoretic framework (seeFig. 1) for determining lower

boundson energy of digital systemswhileensuringreliable compu-
tation. Our main thesis shownin Fig. 1, isthat computation needs
to be viewed asaprocessof information transfer over anoisy chan-
nel. We develop a discrete channel model for digital systemsand
then devel op the capacity formulato cal culatethelower bounds. In
this model, we assume that a module can make errors with proba-



