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Abstract— Presented in this paper are: 1.) information-
theoretic lower bounds on energy consumption of noisy dig-
ital gates and 2.) the concept of noise-tolerance via coding
for achieving energy efficiency in the presence of noise. In
particular, lower bounds on: i.) circuit speed f. and supply
voltage V4, ii.) transition activity ¢ in presence of noise, iii.)
dynamic energy dissipation, and iv.) total (dynamic and
static) energy dissipation are derived. A surprising result is
that in a scenario where dynamic component of power dissi-
pation dominates: the supply voltage for minimum energy opera-
tion (Vgd,opt) is greater than the minimum supply voltage (Vid min)
for reliable operation. We then propose noise-tolerance via
coding to approach the lower bounds on energy dissipation.
We show that the lower bounds on energy for an off-chip
I/0 signaling example are a factor of 24X below present
day systems. A very simple Hamming code can reduce the
energy consumption by a factor of 3X, while Reed-Muller
(RM) codes give a 4X reduction in energy dissipation.

Keywords— Lower bound, energy dissipation, noise, gate
capacity, coding, noise tolerant computing.

I. Introduction

The ability to scale CMOS technology has been one of
the prominent reasons for its widely successful use in build-
ing low cost and increasingly complex digital VLSI circuits.
The 1997 National Roadmap for Semiconductors [1] has
identified the ability to continue affordable scaling as one
of the Grand Challenges. The ubiquity of digital systems
is also partly due to the reason that, unlike analog circuits
that are noise sensitive, digital circuits are inherently im-
mune to noise due to their nonlinear voltage transfer char-
acteristics. However, noise immunity becomes difficult to
achieve in deep submicron (DSM) era due to reduced fea-
ture sizes, smaller supply voltages (smaller noise margins),
and higher density. These features render DSM technology
inherently noisy with noise comprising of ground bounce,
IR drops [2], capacitive and inductive cross-talk [3], charge
sharing, charge leakage, process variations etc.. An aware-
ness of this fact has resulted in the recent interest in deep
sub-micron noise analysis [2], [3], [4], [5]-

Energy-efficient VLSI circuit design is of interest [6] given
the proliferation of mobile computing devices, the need to
reduce packaging cost, and the desire to extend operational
life of VLSI systems by improving reliability. Designing
low-power integrated circuits in presence of deep submi-
cron noise is a challenging problem because it compels us
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to address the issues of energy reduction and reliable op-
eration in a unified manner. At present, research in the
area, of low power design revolves around the development
of low-power design techniques at various levels of the de-
sign hierarchy [6], [7], [8], power estimation techniques [9],
[10], [11], and investigating the lower bounds on power dis-
sipation [12], [13], [14], [15], [16]. However, the impact of
noise on energy reduction has not been considered so far
and in particular the following important questions still re-
main unanswered: 1.) “What is the lower-bound on power
dissipation?, 2.) How far are we from these bounds?, and
3.) How do we approach the lower bounds systematically in
the presence of noise?, i.e., how do we design noise-tolerant
low-power VLSI systems.”

The existence of lower bounds on energy dissipation at
various levels of the system design hierarchy was proposed
by Meindl in [14]. Though thermal noise was shown to
be the limiting factor for energy reduction, noise sources
such as ground bounce and cross-talk were not considered.
In [15], the lower bound on power dissipation per pole for
analog circuits and empirical lower bound estimates for dig-
ital circuits was presented. These bounds were estimated
based on the desired SNR. The bounds in [14], [15] are de-
rived under the assumption that to compute reliably, one
requires reliable/noise-free elements. This assumption is
too conservative especially if energy-efficiency is desired
and a finite (but small) probability of error at the output
is acceptable.

The problem of realizing reliable Boolean functions using
noisy logic gates using hardware redundancy was first ad-
dressed by Von Neumann [17]. The construction proposed
in [17] was to build reliable Boolean functions by inter-
leaving computational layers with error correcting layers
in order to keep the probability of error of the overall net-
work under control. Error correction was done using triple
modular redundancy and majority voting. It was shown
that a given logic function with arbitrarily high reliability
can be realized by the proposed construction using noisy
logic gates with probability of error e < 0.0073. In [18],
it was shown that the depth of a reliable Boolean function
implemented with noisy logic gates must be higher than
that of the realization of the same with noiseless gates.
However, unlike Von Neumann’s work, it was not shown
how the bound on the depth can be realized. In [19], it
was shown that when a given logic function is implemented
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Fig. 1. The information-theoretic framework for VLSI.

with 3-input logic gates, it is possible to compute reliably
if € < 1/6. It was also shown that, for the 3—input case,
reliable computation is not possible if € > 1/6 improving
on the bound in [18].

In this paper, we extend our past work [16] where the
central thesis (shown in Fig. 1), is that computation needs
to be viewed as a process of information transfer over a
noisy channel. In [16], we have shown that any system
function with input X and output Y has a minimum infor-
mation transfer rate requirement of R bits/sec. Any imple-
mentation of the algorithm is viewed as a communication
channel /network with an information transfer capacity C
(also in bits/sec). The capacity C' is a function of the speed,
signal-to-noise ratio (SNR) and the architecture. For re-
liable information transfer (or system operation), we need
C > R [20]. The condition C' > R ensures that it is pos-
sible to transfer information at a rate of R bits/s with the
probability of error (in the information bits) approaching
zero, i.e., perfect reliability. In the past, we have applied
[16] the framework in Fig. 1 to provide a common basis to
power reduction techniques at various levels of the design
hierarchy such as pipelining,parallel processing, adiabatic
logic etc.. In particular, we have shown that all power re-
duction techniques tend to bring C close to R.

In this paper we propose a discrete channel model for
digital modules and then develop the capacity formula to
calculate the lower bounds. In this model, we assume that
every time a module is used, it can make an error with
a certain probability e. The value of ¢ depends upon the
supply voltage V4 and the variance 0% of the noise voltage
V. While we consider the module to be a logic gate and
an off-chip wire, it could potentially be a complete digital
system. We then use the discrete channel model to show
how the absolute lower bound on energy dissipation can be
obtained by only using the information-theoretic constraint
C > R to ensure reliability.

While the information-theoretic framework provides us
with the lower bounds, it does not indicate how to achieve
them. In addition to deriving the lower bounds, we also
propose the concept of noise-tolerance to approach the
lower bound on energy dissipation. Improving the reliabil-
ity of noisy logic gates by employing error correcting codes
was considered by Elias in [21] with the conclusion that ar-
bitrarily high level of reliability can be achieved only when
the computational rate approaches zero. This argument
was strengthened in [22], where it was shown that, except
for symmetric gates such as XOR and NOT, one can not

do better than repetition coding to improve the reliability
of noisy logic gates. However, by relaxing one of the condi-
tions imposed on the encoders and decoders, it was shown
in [23] that Reed-Muller codes can be employed to achieve
high levels of reliability without an abrupt drop in com-
putational rate. Coding schemes have been successfully
used to provide fault tolerance for computing applications.
Arithmetic codes [24] have been proposed to improve the
reliability of arithmetic units such as adders and multipli-
ers against faults and can also be used for noise-tolerance.
However, in this paper, we employ error-control codes to
provide the desired level of reliability while reducing the
overall energy dissipation thereby approaching the lower
bound.

In summary, the primary contributions of this paper are
two fold: 1.) obtaining the lower bounds on energy con-
sumption of noisy logic gates via an information-theoretic
framework, and 2.) achieving energy efficiency via noise
tolerant coding in the presence of deep submicron noise.
The rest of this paper is organized as follows. In section II,
we provide the necessary information-theoretic preliminar-
ies. In section IIT we develop an information-theoretic view
of VLSI systems for computation followed by our main re-
sult in section IV where we show how absolute lower bounds
on energy consumption can be derived. In section V, for off-
chip I/0 signaling, we show how the lower bounds derived
can be approached using the concept of noise-tolerance via
error-control coding schemes.

II. Preliminaries

In this section, we describe information-theoretic pre-
liminaries such as entropy, mutual information, conditional
entropy and channel capacity.

A. Entropy

Consider a discrete source generating symbols X from
the set Sx = X, X1,...Xr—1 according to a probability
distribution function p(z). A measure of the information
content of this source is given by its entropy H(X), which
is defined as follows

L1
H(X) == piloga(pi); (2.1)
i=0

where p; %' Pr(X =X;)fori=0,...,L—1and H(X) is
in bits. Note that we have L = 1 for a single bit line, while
an m-bit bus has L = 2™ — 1.

This definition of the measure of information implies that
the greater the uncertainty in the source output, the higher
is its information content.

We define a related entropy function h(p) as follows:

h(p) = —plogz(p) — (1 — p)logz(1 — p),

where 0 < p < 1. Similarly, the inverse entropy function
h=1(q) is defined as,

(2.2)

1, (2.3)

N | =

W' q) ={p: h(p) =¢,0<p <
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Fig. 2. The entropy function h(p).

where 0 < ¢ < 1. The function h(p) is shown in Fig. 2,
where it can be seen that it achieves its maximum value of
unity when p = 0.5.

B. Mutual Information and Conditional Entropy
The mutual information I(X;Y) is defined as

I(X;Y)=H(X)-HX|Y)=H{Y)-HY|X), (24)
where H(X|Y) is the conditional entropy of X conditioned
on Y. The conditional entropy H(X|Y) is given by

HEXY) == 3 3 PrX,V)log(Pr(X[Y), (25)

YeSy XeSx

where the set Sx = {Xo,X1,...,Xr-1} and Sy =
{Yo,Y1,..., Y1}

The conditional entropy H(X|Y) can be interpreted as

the residual uncertainty in X given the knowledge of Y. In
a similar fashion, the mutual information I(X;Y") can be
viewed as the reduction in uncertainty in X due to the
knowledge of Y. This reduction in uncertainty (by an
amount I(X;Y)) in X is due to the information trans-
ferred from the input of the channel to its output per
use of the channel. The definition of mutual information
in (2.4) along with the fact that for a noiseless channel
H(Y|X) = 0, provides us with the defining equation (2.9)
for the information transfer rate R. The following example
will illustrate some of these concepts as applied to digital
gates.
Example 1: An AND Gate: Consider a two-input AND
gate operating at 100 MHz where both inputs are indepen-
dent and identically distributed (i.i.d) with the probability
of a ’1’ on each being equal to 0.5. In that case, the en-
tropy of the input (taken either as a single 2-bit source with
L = 3 or as two single-bit sources) is 2 bits. The entropy
of the AND gate output Y (from (2.1)) is given by

H(Y) = —P(0)logs(P(0)) — P(1)logs(P(1)

3 3 1 1
= —11092(2) - ZloyZ(Z)
= (0.8112 bits. (2.6)

C. Entropy Rate

Just as entropy is the average number of bits required
to describe the outcome of a random experiment, entropy
rate is the average number of bits per symbol required to
describe a random process. Formally, the entropy rate of a
stochastic process {X;} is defined by

1
H(X) = lim —H(Xl,XQ,'-'

n—oo N,

Xp)- (2.7)
Note that if the stochastic process is independent and iden-
tically distributed (i.i.d), we get
1 H(X
H(X) = lim L1H(X), X, X,) = M)

n—oo N

= H(Xl)a

(2.8)
which is equal to the entropy per sample.

D. Information Transfer Rate

In [16], we have shown that any system function with
input X and output Y has a minimum information transfer
rate requirement of R bits/s given by

R = sz(Y)J

where H(Y) is the entropy of the output ¥ and fs is the
rate at which the input symbols are being generated. This
information transfer rate R is implementation-independent.
Example 2: Consider the two input AND gate from
Example 1. Let the rate at which the input is being gen-
erated f; = 10M Hz. For the same input statistics as in
Example 1, the information transfer rate is given by

(2.9)

R =10 x 10° x 0.8112 = 8.112Mbits/sec. ~ (2.10)

)|

Note that the information transfer rate is dependent on
both the rate at which the data is being generated and the
probability distribution of the input.

E. Channel Capacity

The channel capacity per use C, is obtained by maxi-
mizing (2.4) over all possible distributions of the channel
input X. In other words [20],

C, =max I(X;Y).

Vp(z)

(2.11)

Multiplying C,, with the rate at which the channel is used
fe (in Hz), we obtain

C=Cufe. (2.12)

Example 3: For the AND gate in Example 2, assuming
that the probability of error for all input combinations is
€ = 0.1 and switching speed f. = 20M H z, the capacity of
this gate is given by

C = max IX;Y)f.,

vp(z)
= [1—h(€)] fe, (from Theorem 1, see section I1I-B)
= [1— h(0.1)]20 x 10°bits/sec,

10.62 Mbits/sec, (2.13)
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Fig. 3. Discrete channel models for:(a) a non-inverting buffer, (b) an
inverter, and (c) for a 2-input AND gate.

where the input distribution is such that the output dis-
tribution is uniform, resulting in p, = 0 and therefore

h(py) = 1.
T

Note that f., the speed at which the circuit is operated,
is different from f; which is the rate at which the source
generates information. As we have C(10.62 Mbits/sec) >
R(8.112 Mbits/sec), it should be possible to achieve an ar-
bitrarily high level of reliability [20]. In practice, the prob-
ability of error can be reduced by adding redundant bits to
enable error detection and correction at the output.

It was shown in [20] that it is possible to achieve an
information transfer rate R, (defined in (2.9) for a digital
system [16]) with a probability of error 6 approaching zero
(via appropriate coding of the inputs) as long as R < C
and the information source is an ergodic and stationary
process. We assume that the input sources considered here
are also ergodic and stationary.

III. An Information-Theoretic Framework for

Noisy VLSI Circuits

In this section, we present an information-theoretic
framework for noisy digital systems. We then employ this
framework to calculate the lower bounds on power dissipa-
tion for single output gates.

A. Discrete Channel Model for Noisy Gates

A discrete channel model for a noisy non-inverting buffer
is represented by a trellis as indicated in Fig. 3(a). This
diagram indicates that the probability of the output being
correct is 1 — € and the probability that it is incorrect is €,
for all inputs. Such a model is also referred to as a binary
symmetric channel (BSC) [20]. Thus, we assume that the
magnitude and duration of intermittent noise voltage is
sufficient to cause logic errors. A noisy inverter and a noisy
two-input AND gate can similarly be represented as shown
in Fig. 3(b) and Fig. 3(c), respectively. Note that logic
errors can be permanent due to delay faults induced by
technology variations such as those in V;. In that case, for
the input combinations that excite such faults, we obtain
e=1.

B. Information Transfer Capacity of Noisy Gates

The following theorem quantifies the information trans-
fer capacity per use C,, of a single output noisy gate:

Theorem 1: The information transfer capacity per use
C. of an n-input, 1-output symmetric gate that makes an
error with probability € is given by

Cy =1—h(e), (3.1)

where h() is the entropy function defined in (2.2) and Cy
is in bits per use of the channel. Furthermore, the out-
put distribution that achieves this capacity is the uniform
distribution given by:

for i=0,1.

1
py7i =5 (3'2)

2 )
where py ; is the probability of observing the it* output com-
bination.

Proof: The information transfer capacity of an n-input,
1-output gate is obtained from (2.11) and (2.4) as follows:

max [H(Y) - H(Y|X)] (3.3)

YT )

As the gate is symmetric, with error probability €, we have
H(Y|X) = h(e). AsY is a binary random variable, we
have, max H(Y) = 1, which can be achieved by choosing
an appropriate input distribution. Substituting in (3.3),
we get (3.1). A

Note that Theorem I indicates that when € = 0 (i.e., a
noiseless gate), the information transfer capacity per use
C, is maximum and equal to 1 bit per use. This is same as
saying that the 2-input, 1-output AND gate discussed in
Ezxample 1 in section II can transfer one bit of information
for every use. This is possible provided the gate is noiseless
and that the output distribution is uniform. This in turn
implies that the input combination ”11” should occur with
a probability of 0.5 and the rest of the input combinations
should occur with a probability of 0.5. Furthermore, this
AND gate has capacity C,, = 0 if it makes an error half
of the time, i.e., ¢ = 0.5. An interesting observation to be
made at this point is that C, > 0 if the AND gate makes
errors more than half of the time, ie., € > 0.5. It will
be shown later that for a relatively high value of Vyg with
respect to the noise, the value of ¢ = 0, i.e., the circuit
becomes error-free. In that case, from (3.1) we see that C,,
is equal to unity and the capacity C = f. (from (2.12)).
This is consistent with the conventional measure of capac-
ity as being the maximum rate at which the circuit can be
clocked. Most modern day digital systems operate in this
region, which is also the primary reason for the high power
dissipation of such systems.

Theorem 1 seems to suggest that the information trans-
fer capacity C is independent of technology and circuit im-
plementation style. However, this is not the case because
both € and f. depend upon the technology and the circuit
style. In particular, we note that f. and noise are a func-
tion of the supply voltage Vg4, transistor transconductance
k., and the device threshold voltage V;, as described next.

C. Characterization of f. and €

For the remainder of this section and the paper, we
will assume that the technology is complementary MOS
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(CMOS) and the circuit design style is static with dual
NMOS and PMOS transistor networks. Assuming further
that the gates have been designed with balanced rise and
fall times, the maximum signaling rate f. at a supply volt-
age Vyq equals the reciprocal of the average propagation
delay and is approximately given by [25],

km (Vdd - W)2
VaaClL

where k,, is the transconductance of the NMOS/PMOS
transistor, Vyzg is the supply voltage, V; is the
NMOS/PMOS transistor threshold voltage, and Cy, is the
load capacitance.

Characterization of ¢ is difficult as it requires the knowl-
edge of various noise sources and their dependence upon
the supply voltage. As this is an on-going work [3], [4],
in this paper we will assume that all the major sources
of noise contribute a noise voltage Vi at the gate output.
Therefore, the gate output is in error when Vi exceeds the
gate decision threshold voltage V;;, [25] defined as

fe= (3-4)

Viy = Vdd - H/t,pl + V;t,n

th — )
2

where V; , and V;,,, are the threshold voltages of the PMOS

and NMOS transistors, respectively.

Assuming that a signaling waveform has a certain noise
voltage Vi added on to it and Vi has a normal distribution
with a variance 0%, it can be shown that the probability
of channel error € equals the shaded overlap area in Fig. 4
and is given by,

(3.5)

Vad
20N

e=Q(—), (3.6)

where the function Q(z) is the Gaussian pulse (see Fig. 4).
and is defined as,

Q(w)=/j\/12—7r

Note that (3.6) provides us with the necessary dependence
of € on the supply voltage V4. Fig. 4 indicates that as
Va4 reduces the two curves approach each other thereby
increasing the overlap and hence the probability of channel
error €. The Gaussian assumption on noise distribution has
been shown to be valid for off-chip I/O signaling [26].

We summarize all the assumptions made in deriving (3.4)
and (3.6):

1.) CMOS technology with fully static design style.

2.) The low-to-high and high-to-low propagation delays
are equal. For small V; ,, and V; ,, this implies that the
transconductance of the equivalent NMOS and PMOS
transistors are equal.

3.) The threshold voltages V;,, = —V;p so that with
equal NMOS and PMOS transconductance, we have
Vin = Vaa/2.

4.) The variance o4 of the noise voltage Vi is indepen-
dent of Vyg and has a normal distribution with zero
mean. The noise pulse has a time duration greater
than the delay of the gate.

e_yQ/Qdy.

(3.7)

12+
1.0 |
0.8 |
0.6 |
04 |

02 F /

0.0

Fig. 4. The function Q(x) and its relation to pc.

Note that if any of the assumptions are violated then these
changes can be incorporated into the expressions for € (in
(3.6)) and f. (in (3.4)). We now consider an example,
which illustrates the application of the concepts presented
so far.

Example 4: Capacity of a 2-input AND gate in 1.2u
CMOS: Assume that Vzg = 1.5V, V; = 0.5V, oy = 0.5V,
km = 80uA/V? and Cr, = 50fF. Substituting the values of
Vaa and o into (3.6), we obtain a value of e = 0.067. From
(3.1), with € = 0.067, we get C,, = 0.6461 bits/use. The
second component f, of the capacity equation (2.12) needs
to be computed. In order to do this, we substitute the val-
ues of kn,, Vaq, V; and Cy, into (3.4) to get f. = 1.07 x 10°
uses/sec. Therefore, the information transfer capacity of
this gate is given by C = C, f. = 6.84 x 108 bits/sec.

Al

It can be seen that the AND gate in Fzample 2 has a
relatively high capacity in spite of the large noise stan-
dard deviation of oy = 0.5V. Employing the information-
theoretic framework presented so far, we now determine
the lower bounds on energy in the next section.

IV. Lower Bound on Energy Dissipation for Noisy
Gates

In this section we employ the condition for reliable op-
eration C' > R as a constraint while minimizing energy
dissipation to derive the desired lower bounds. We first
formulate the problem of determining the lower bounds as
a constrained optimization problem in section TV-A. We
then determine the lower bound on speed of operation of
the circuit and the supply voltage in section IV-B. In sec-
tion IV-C, we derive the lower bound on transition activity
of a noisy gate. Sections IV-D and IV-E discuss the lower
bounds on dynamic energy dissipation and total (dynamic
and static) energy dissipation, respectively.

A. The Energy Minimization Problem

The three major sources of power consumption in CMOS
VLSI circuits are: 1.) dynamic power dissipation (Pgy,) —
due to capacitive switching, 2.) static power dissipation
(Pstat) — due to leakage and sub-threshold currents, and
3.) short circuit power dissipation (Ps.) — due to direct
path currents caused due to non-zero rise and/or fall times
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of inputs. For the sake of simplicity, we will only con-
sider single output logic gates to derive the lower bound
on energy consumption. We will also assume that all the
capacitances of the gate are lumped at the output, though
this assumption results in some loss of accuracy. The aver-
age dynamic power dissipation of a CMOS inverter is given
by [25],

den = 0'5tCLVd2dfC7 (4'1)

where t is the average transition probability, Cr is the ca-
pacitance being switched, V4 is the supply voltage and f.
is the rate at which the gate is clocked. The average static
power dissipation is given by

Py = Isuded; (42)

where I, is the average stand-by current. For a single
output logic gate, s, is given by [27],

w Vi

where K is a constant dependent on gate topology (K =
1 for a CMOS inverter), u is the carrier mobility, C,, is
the oxide capacitance, % is the effective width to length
ratio of the PMOS/NMOS networks, Vp = 5T and ne is
a constant. For a typical deep submicron tecﬁnology, the
value of n. ranges from 1.4 to 1.5. The average short circuit
power dissipation is given by [6],

(4.3)

K
Py = tl—;"(Vdd —2Vi)37 fe, (4.4)
where 7 is the ‘rise-fall time’ of the input signal. We assume
that the gate is operated at the maximum possible rate
given by (3.4).

We will employ the energy per information bit (Ep) as
the measure to compute the minimum energy requirements,
where Ep (in joule/bit) is given by
den+Pstat+Psc

Ptot
— _tot _ 4.
R R ’ (45)

Ey

and R is the information transfer rate. Note that Ej is
the energy required to transfer one bit of information over
the channel, which in our case is the logic gate. As R is
a fixed quantity and hence minimizing P;,; also minimizes
Ey. Therefore, our goal is to minimize (4.5) subject to the
information-theoretic constraint C' > R. We employ the
fact that a more general condition for reliable operation is
I(X;Y)f. > R, where I(X;Y) is defined in (2.4). For the
special case of a symmetric, single output logic gate, we
get

I(X;Y)fe = [HY)-H(Y[X)]fe = [h(py) —h(€)lfe; (4.6)

where p, is the probability of observing a ’1’ at the output.
If the input distribution is such that p, = 0.5, then we
obtain the result of Theorem I and the gate would be op-
erating at capacity. For the rest of this paper, we assume
that transition signaling (i.e., a ’1’ is represented with a

Noise Std.
Deviation: Oy

[h®-h(e)1f, = R

Information
Transfer
Rate: R

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,

Fig. 5. The relationship between the various parameters involved in
the optimization problem.

transition and a ’0’ is represented with no transition) is
employed at the output of the logic gate, due to which we
obtain py =t.

Lemma 1: The energy dissipation is minimum when
I(X;Y)f. = R. For a symmetric, single output logic gate,
energy dissipation is minimum when [h(t) — h(e)]f. = R.
Proof: Let the energy dissipation be minimum when
I(X;Y)fe1 = Ry, where Ry > R and, f. is given by (3.4).
Now, since I(X;Y)f.1 > R, we can reduce fc1 to f. such
that I(X;Y)f. = R thus satisfying the reliability con-
straint. Note that since Py, and P, are directly pro-
portional to f., signaling at f. reduces both Py, and P;..
Keeping the signaling rate at f., we can now increase V;
such that the circuit again operates at its maximum pos-
sible speed. Note that increasing V; reduces both Py
and P,.. Hence, minimum energy dissipation can not oc-
cur when I(X;Y)f. > R which contradicts our initial as-
sumption. Therefore, energy dissipation is minimum when
I(X;Y)f. = R.
|

Using (4.5) and Lemma I we now formulate the following
optimization problem to obtain the absolute lower bound
on energy consumption as follows:

minimize Ep = P]t;t = Fayn ¥ };;tat i (4.7)
subject to:
[p(t) = h(e)lfe = R (4.8)
RTAY
fe o (Vaa — V2)° (4.9)

VaaClL

There is an intricate relationship between R, oy, t, Cr,
Vad, Vi, fe, km, t and € in (4.7), (4.8), and (4.9). In Fig. 5,
this relationship is illustrated as follows:

o Consider the constraint in (4.8). For a given R, as
Vaaq is increased, f. increases and hence a lower value
of t can satisfy (4.8). If the increase in Vg4 is offset
by the decrease in ¢, there will be a net reduction in
dynamic energy consumption despite an increase in
supply voltage.

« For a fixed V4, increase in f, can be achieved in sev-
eral ways. From the constraint in (4.9), it can be seen
that f. could be increased by reducing V;, increasing
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k. and reducing C, individually or in some combina-
tion. Any reduction in V; will result in an exponential
increase in the static energy consumption and an in-
crease in Cp, will lead to a linear increase in dynamic
power consumption. These tradeoffs have been stud-
ied in [28].
In this paper, we assume that the transistor transconduc-
tance k,, is fixed. Hence, the lower bound is now a function
of t, V34 and V;. The problem stated in (4.7)—(4.9) is em-
ployed in subsequent sections to derive the desired lower
bounds. We first employ (4.8) to derive the lower bound
on supply voltage, circuit speed and transition activity at
the output of a noisy logic gate. This result is then used to
derive the lower bound on dynamic energy dissipation. Fi-
nally we provide a lower bound on total energy dissipation
by proposing a solution to (4.7)—(4.9).

B. Lower Bound on f. and Vgq

In order to maintain reliability in information transfer,
we need to meet the constraint C' > R. Employing (4.8),
for a single output symmetric logic gate, we obtain the
condition,

[h(t) — h(e)] fe > R. (4.10)
In order that LHS of (4.10) is positive, we need to have
t > e
Theorem 2: The lower bound on f. for reliable operation
of a symmetric, single output, noisy logic gate is given by

R

e (4.11)

fc,mz'n —

Proof: From (4.10), since the maximum value of h(t) =
1, the minimum frequency at which the circuit needs to
operate in order to maintain reliability is given by (4.11).
|

From Theorem 1, note that the denominator in (4.11) is
the capacity C,. Hence, when f. = fc min, the gate needs
to operate at its capacity.
Theorem 3: The minimum value of Vg for reliable opera-
tion of a symmetric, single output, noisy logic gate, denoted
by Vad,min satisfies the equation

V;)? RCYL

B0 M
Proof: By substituting (4.9) in (4.11), with V44 = Vg, min,
we get (4.12).
|

If the effect of V; can be neglected, i.e., if V; = 0, then
we obtain from (4.12),

(Vad,min —
Vdd,min

RCYL
Fem [1 = h(€)]’

If fo = femin, Vad = Vad,min then t = 0.5. However, this
condition may not result in minimum energy dissipation.
An increase in V4 leads to an increase in f, and hence a
decrease in t. The decrease in ¢t can offset the increase in
Viq and f. resulting in a net reduction in dynamic energy
consumption as we see in the next section.

Vad,min = (4.13)

C. Lower Bound on Transition Activity of Noisy Logic
Gates

From (4.1), we see that dynamic energy dissipation is
proportional to the transition activity ¢. Also, from an
information-theoretic viewpoint it seems that an informa-
tion bearing signal should have a lower bound on the tran-
sition activity ¢ that is proportional to its information con-
tent. This lower bound is derived in Theorem / below.
Theorem 4: The lower bound on transition activity at
the output of a symmetric, single output, noisy logic gate
employing transition signaling is given by
t > ht! [ﬁ +h(e)] : (4.14)

fe
Proof: Solving for ¢ in (4.10), provides us with the lower
bound in (4.14).
|

From (4.14), we note that reduction in ¢ can be obtained
by increasing f.. As both f. and t contribute to dynamic
power dissipation (see (4.1)), net savings in dynamic power
dissipation will be achieved only if the reduction in t offsets
the increase in f..

In the absence of noise, i.e., € = 0, substituting
R = Hf, bits/s and f. = Rpfs (Rp is the number of code
bits assigned per symbol) into (4.14), we obtain the lower
bound on ¢ for the noiseless case as follows:

-1 H
t>h |:Rb:| . (4.15)
Equation (4.15) is the bound in [29] derived for a noiseless
bus.

D. Lower Bound on Dynamic Energy Dissipation

We will now determine the lower bound on dynamic
power dissipation of noisy gates. Assuming that V; < Vyq,
from (3.4), we get
= kmVia

c — CL
Substituting (4.14) and (4.16) in (4.1), we obtain the dy-
namic power dissipation as follows,

. (4.16)

(4.17)

The plot of Ey = P"—Ig" Vs. Vyq is shown in Fig. 6.
First, note that the minimum possible supply voltage V4
at which reliable operation is guaranteed is Vggmin =
0.8660V. Recall that, at Vyg = Vagmin (from (4.13)), we
have f. = f¢min (from 4.11) and ¢ = 0.5. Increasing Vyq
enables the circuit to be operated faster (higher f.) and
hence permits us to decrease t. Note that the decrease in ¢
indeed offsets the increase in Vg4 till Vyg = 1.0782V. This
is primarily due to the fact that a small reduction in h(t)
results in a large reduction in ¢ around the region ¢ = 0.5.
Further increase in V43 does not result in sufficient reduc-
tion in . Hence, we see an increase in energy dissipation
beyond Vgzq = 1.0782V. The minimum energy is found to
be Ey min = 20.5pJ /bit.
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R = 8Mbitsisec 0 0.3V

Voo = 10782V
Vaaopt = 107

08 09 1 11 12
V, (Volts)

Fig. 6. plot of Vg vs. Egyp-

E. Lower Bound on Static and Dynamic Energy Dissipa-
tion

We now consider the problem of jointly optimizing static
and dynamic components of energy dissipation. As the
supply voltage is reduced with technology scaling, it is
also required to reduce the threshold voltage to maintain
throughput. Reduction in threshold voltage causes an in-
crease in the static power dissipation. In addition to lower
supply voltages, the switching capacitance in deep submi-
cron circuits are also smaller and hence dynamic and static
components of power dissipation are of the same order [27].
We assume that the inputs to the circuit have zero rise and
fall times and hence the short circuit power dissipation is
zero. We also assume that the parameters k,, and C are
fixed. The objective then is to find the optimum values
of Vg and V; such that the sum of static and dynamic
power consumption is minimized. The problem is stated
as follows:

Ksa exp (;(3; )Vdd + tVd2dCLfc
minimize F, = ,

R

(4.18)

subject to:

[h(t) — h(e)]fe = R,
f km(Vag — Vi)?
¢ VaaCr 7’

(4.19)

(4.20)

where Ky, = pCopV2e!® (%) and Ky = nVp. The
problem stated in (4.18-4.20) is a constrained optimization
problem which can be solved using the Lagrangian Method.
This, however, leads to a set of nonlinear equations which
would have to be solved using a numerical method. In-
stead, the solution to this problem is found using a two
dimensional search procedure as follows:

1. For the given values of R and oy, with V; = 0, we
first obtain Vg, min given by (4.13). Recall that at this
value of Vyq, we have t = 0.5. With Vig = Via min,
Vi =0, fo = femin and t = 0.5, the value of Ej is
found from (4.18).

2. The value of V4 is now increased in sufficiently small
steps. For each Vg4,

Start: Input: R, ony and K > 1;
compute Vyg min and fe min using (4.13) and (4.11),
respectively;
t=0.5; fe = fe,min; Vad = Vad,min; V¢ = 0;
0Vad = Vad,min/K; 0t = t/ K;
compute Ej, using (4.18); Ep, (1) = Eyp;
1 =1;
Vloop: repeat
1 =1+ 1; Vad,opt = Vad;
Vad = Vaa + 0Vaa;
compute t,,i, using (4.14); t = tmin;
compute Ej, using (4.18); Ep (1) = Ep; j = 15
tloop: repeat
J=73+ 1 topt =t t =t 4 dt;
ift> 0.5
exit
‘/t,opt =V
compute V; using (4.21);
compute Ey using (4.18); Ep:(j) = Ebp;
until (Ep(5) > Epe(j — 1));
By (1) = Epe(j — 1);
until (Ebv (Z) > Ebv(i - 1));
By min = Epy (i — 1);
report Ep pmin, Vid,opts Viopts topts Vad,min
compute fe min and fc opt using
Vad,min,Vdd,opt> Vt,opt and topt.
Fig. 7. The algorithm to obtain the lower bound on total energy
dissipation

FEASIBLE
REGION

t decreases

Vad, fin v

Fig. 8. Feasible region for the optimization scheme.

2.1 From (4.14), the minimum possible value of ¢ is
found.

2.2 we now increase t in small steps till we see an in-
crease in total energy dissipation at this value of Vg4
due to an increase in dynamic component of energy.

2.2.1 For each value of ¢, we compute V; using

RCLVyq

Vo = Vaa =\l p @ = ho)

(4.21)

Note that (4.21) is obtained by substitut-
ing (4.20) in (4.19) and then solving for V;.

2.2.2 With values of V4, t and V4, the value of Ej is
now computed from (4.18). If this value of Ej
is lower than the previous value, then go to 2.2,
otherwise go to 2.

This search algorithm is illustrated as a pseudo-code in
Fig. 7.
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The region over which the minimum is searched is shown
in Fig. 8. The search begins (step 1 in the search algorithm)
at the point P at which we have Vyq = Vygmin, t = 0.5,
fe = fe,min and V; = 0. With an increase in Vg4, the value
of t that satisfies (4.8) reduces. This is denoted by the
point @ in Fig. 8. This corresponds to step 2 in the search
algorithm. Also, at @, the circuit is operating at a speed
greater than f; min. The value of ¢ is now incremented
in small steps. Note that this leads to a reduction in f,
(from (3.4)) and hence an increase in V; to satisfy (4.9).
The transition density ¢ can be increased till we get t = 0.5.
This is denoted by R in Fig. 8. This procedure is repeated
till the value of Vg4 is high enough to make the dynamic
component of energy dissipation dominant.

The optimum supply and threshold voltage values for a
single-output gate to obtain an information transfer rate
of 8Mbits/sec with o = 0.3V is found in Fig. 9. We
assume that k,, = 25 x 107%4/V? and Cp = 50fF. A
relatively small value of load capacitance Cr, is chosen so
that the static power component Ps;o; is made compara-
ble to Pyy,. By following the search procedure described
above, we obtained Vygq ope = 0.4430V, Vi opr = 0.2561V
and f.,pt = 3.9457 x 10"Hz and the lower bound on en-
ergy is 5By min = 2.0416 x 10~1* J/bit. The plot of Ej
vs. V; for several values of Vy4 is shown in Fig. 9. Each
curve corresponds to a fixed value of Vg > Vg min and to
each iteration of step 2 in the search algorithm. It can be
seen that at each Vjg, initially, due to low ¢t and low V¢,
the static component of power is dominant. The decrease
in static power due to increase in V; compensates for the
increase in dynamic power due increase in ¢ resulting in a
net decrease in total power consumption. At higher values
of V;, the energy rises again due to increase in dynamic
power dissipation because of higher values of ¢. The value
of ¢ at the beginning of iteration for a given V;; decreases
with increase in V4. However, the search for a fixed value
of V4 always terminates at ¢ = 0.5 at which V; is maximum
for that iteration.

We would like to point out that the lower bound we have
derived in this section differs from those obtained in [28§]
in two significant ways. First, the minimum energy dissi-
pation derived in [28] does not take into consideration the
effect of noise in the circuit at low supply voltages. The
effects of noise at lower supply voltages will dictate the
circuit performance and hence limit the levels by which
we can scale the supply voltage. Secondly, we assume
a constant throughput R which automatically imposes a
throughput restriction on the circuit being designed. Sig-
nificantly higher reductions in lower bounds can be ob-
tained by trading speed for power as done in [28] and [30],
where effect of threshold voltage variation on the yield due
to energy minimization has been taken into consideration.

V. Design of High-Speed Low Power Chip I/0
Signaling

In this section, we propose the use of noise-tolerance to
approach the lower bounds for high-speed chip I/O signal-

R = 8Mbitsisec, o, =0.3V, k = 25x107° ANV?, € = 0.05pF

i i i
22 0.24 026 028 03 032 034
threshold voltage V (Volts)

Fig. 9. Optimum supply and threshold voltage for minimum energy

dissipation
ORIGINAL SCHEME
OFF-CHIPDATA BUS
BUFFER —— BUFFER
DATA Ved DATA
IN out
@
PROPOSED SCHEME

o] | e -2
IN A Vg /Kv
=l
Vdd

(b)

Fig. 10. (a) traditional and (b) proposed schemes for chip I/O sig-
naling

ing schemes. This is conceptually a simple problem but of
great importance due to the high-data rates (0.5 Gb/s-2.6
Gb/s), low voltage levels (0.7V-0.8V) and noisy board en-
vironment [26]. Thus, the problem boils down to the design
of low power transmitter and receiver circuits in the pres-
ence of noise. In order to use the concept of noise tolerance
to design complex energy efficient digital systems, effective
error control techniques that are inexpensive from energy
point of view are necessary. This requires exploration of
existing as well as new reliability improvement techniques
from an energy viewpoint. However, the off-chip wire ex-
ample considered here is similar to the binary symmetric
channel extensively studied in the area of communications.
Many error control schemes are already available to im-
prove the reliability of this channel.

We make the following assumptions: 1.) Cpyus = 50pF,
2.) gate capacitance Cy = Chys/5000, 3.) on = 0.3V, 4.)
R = 8 Mb/s, 5.) ky, = 750uA/V?, and 6.) desired bit-
error rate (BER) = 107!*. The traditional scheme (see
Fig. 10(a)), wherein the desired level of noise immunity is
achieved by appropriately choosing the supply voltage to
suppress the noise, requires a supply voltage of V3 = 4.8V
to achieve the desired BER with E, =565pJ/bit. Next,
we propose a noise-tolerant scheme (see Fig. 10(b)) that
achieves 3-4X reduction in Ej, while achieving the same
BER.
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A. Noise-Tolerance via Error Control

The proposed noise tolerant scheme (NTS) is shown in
Fig. 10(b). The forward channel has employed a reduced
voltage level Vyq/K, (where Vg, is the supply voltage in
Fig. 10(a)) where K, > 1 is a constant. The forward chan-
nel is noisy and makes errors with probability e given by
(3.6). The errors due to noise are handled via error de-
tection using structured codes and error correction using
retransmission. Retransmission requests are made over a
reverse channel with signaling voltage V4. Due to the sup-
ply voltage being high, the reverse channel will be virtually
noiseless. The reverse channel will be used infrequently if
the errors are infrequent. The encoder and decoder oper-
ate at V34 and hence are assumed to be noise free. Hence,
energy savings would accrue only if the reduction in the
supply voltage in the forward channel is able to offset the
overhead due to the encoder, decoder and the reverse chan-
nel. Note that two sets of pins are used in this scheme as
compared to one in the original scheme. It may be pos-
sible to employ more sophisticated bidirectional signaling
schemes as in [31] so that only one set of pins can be used
in the proposed scheme.

The data to be transmitted over the low-supply line is
encoded as follows. Every k bits of the data stream to be
transmitted is mapped onto a codeword of length n bits
where n > k. Note that as n > k, the possible 2¥ message
symbols are mapped on to only a subset (with size 2¥) of the
possible 2™ codewords. At the receiving end, the received
bit stream is first decoded using a decoder. The decoder
declares an error if the received string of n bits is not one of
the predetermined codewords. The transmitter is informed
of the error using the reliable high-V;; reverse channel. On
receipt of an error signal from the receiver, the transmitter
retransmits the message symbol.

The simplest possible coding scheme that can be em-
ployed is n-repetition code where the same information bit
is transmitted n times and majority logic is used at the
receiving end for decoding the message bit. We show that
this approach (commonly employed in fault-tolerant com-
puting [32]) is highly inefficient in terms of energy. How-
ever, a simple Hamming code [33] results in substantial
power savings.

For any positive integer m > 3, there exists a Hamming
code with following parameters:

e code length: n =2" —1

« information symbol length: £k =2™ —m — 1

e no. of parity bits: n —k =m
The BER for an (n, k) linear code is given by [33],

1 n
BER = — D A (1 —e)"

i=1

(5.1)

where € is the error probability per bit over the bus line and
is given in the present context by (3.6), A; is the number
of codewords with weight ¢ in the code.

B. Energy Savings

In order to compute the power dissipation, the capaci-
tance of the bus-line is modeled as a lumped capacitance
Chus at the output of the transmitter buffer. We assume
that buffers in both the transmitter and the receiver are a
tapered series of inverters which are sized to minimize de-
lay. In case of the conventional system (see Fig. 10(a)), the
energy dissipated per information bit transmitted is given
by

Ey o1a = 0.5Vd2d0bus, (5.2)

where V4 = 4.8V is the supply voltage at which e = 10~
per bit and Cp,s is the bus capacitance. It is assumed
that the signal has a transition activity of 0.5. It can be
shown that the energy dissipation for the proposed scheme
(in Fig. 10(b)) is given by

ViaiChus
Eb,new = ‘id,pd [

+0‘5V¢12d((n - k) (2Cand + %T_lcwor))

1 n , pd Vaalsup
SKZE T k] TR

NG
where I,,; is the off-state leakage current in the buffer, f;
is the input data rate in bits/sec, Cynq is the capacitance
of an AND gate, Cy,, is the capacitance of an OR gate, K,
is the factor by which the supply voltage for the forward
channel in the proposed scheme is scaled down, and pg is
the probability of error detection which is given by pg =
1—(pc+pe) where p. = (1—€)™ and for Hamming codes [33],

2m—1

Pe=2"[1+ (2™ 1)1 -2 - (1—€)?""L (5.4)
In the proposed scheme (5.3), both static and dynamic
components of energy dissipation are taken into account
as the device threshold voltage in this case is kept low in
order to maintain throughput at low supply voltage levels.
The expression for Fp e, also involves energy dissipation
in the encoder and decoder circuits where the supply volt-
age is kept high to maintain high noise margins. While we
have taken three sources of energy dissipation into consider-
ation, due to the high value of the off-chip bus capacitance,
it is the the dynamic component of energy dissipation that
is the primary source of power dissipation for the proposed
scheme.

C. Results

We now compare the performance and energy dissipa-
tion of the two schemes discussed above. Fig. 11 shows
the plot of Vg vs. energy dissipation for the traditional
and the proposed schemes. Note for the same V4, the en-
ergy dissipated in the traditional scheme is the least. For
the proposed scheme, as we increase the value of m, the
number of parity bits in the coding scheme, the ratio n/k
decreases and hence energy consumption also decreases.
Fig. 12 shows the plot of supply voltage vs. BER (bit er-
ror rate) for the original and the proposed schemes. It can
be seen that for the same V4 the bit error rate offered by
the proposed scheme is several orders of magnitude better
than the one offered by the traditional scheme especially
in the range (1.5V - 4.8V). Fig. 13 shows the plot of BER
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3
V4 (Volts)

Fig. 11. Plot of V44 vs.E} for the traditional scheme and proposed
NTS.
35 T 15 2 25 3s P 45
V4 (Volts)
Fig. 12. Plot of Vgg vs. logio(BER) per information bit for the

traditional unencoded scheme and proposed NT'S.

vs. energy dissipation for the schemes considered above.
Note that as expected, to achieve a specified value of bit
error rate, the traditional scheme consumes the maximum
amount of energy. For the proposed scheme, the energy dis-
sipation required to achieve a desired level of performance
decreases as m is increased.

We now compare the energy dissipation of proposed
schemes with the lower bounds obtained in section III.
From Fig. 6, we see that the lower bound equals Ej = 20.5
pJ/bit. This is shown in Fig. 14 along with the values
of E} achieved by proposed noise-tolerant schemes. Also
shown is the energy-efficiency of a n—repetition code with

£, (pbit)
8
8
7

@

00 -

; ; .
-16 -14 -12 -10
log,lp.]

Fig. 13. Plot of log10(BER) vs. Ej for the traditional scheme and
proposed NTS.

1000
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1001 Reed-Muller
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L
-11 -10
log,glpe]

Fig. 14. Comparison of lower bound and other schemes for off-chip
bus data communication

n = 5. Note that repetition code does not offer any energy
savings as compared to the original scheme. However, a
simple linear code such as the Hamming code does offer
about 3X reduction in energy dissipation while maintain-
ing the throughput to achieve a BER = 10~'4. In addtion
to Hamming codes, the plot of BER vs. Ej for Reed-Muller
(RM) codes [34] is shown in Fig. 14. Note that RM codes
lead to about 4X reduction in energy dissipation at the
target performance of BER = 10~!4. The improvement is
performance is primarily due to better error detection ca-
pability of RM codes over Hamming codes. Note also that
the lower bound on Ej is about 24X below the Ej achieved
by current day systems for the target BER = 10~%. This
indicates that substantial energy savings are possible via
the use of more sophisticated coding schemes.

VI. Conclusions

The main conclusions of this paper are: 1.) noise-
tolerance is an attractive technique for achieving low en-
ergy operation in presence of noise, and 2.) lower bounds
on energy can be derived via information-theoretic con-
cepts. For an off-chip signaling, we have shown that the
lower bounds are a factor of 24X below what present day
systems achieve and that a 4X energy reduction can be
achieved by employing a noise-tolerant scheme based on a
simple linear codes.

Future work needs to be directed towards deriving the
lower bounds for multiple output functions, obtaining com-
prehensive noise models, and development of noise-tolerant
schemes that are applicable at various levels of design hi-
erarchy. In [35], Algorithmic Noise-Tolerance is applied at
the system level to obtain energy-efficient implementation
of DSP systems. The issue of noise-tolerance at the cir-
cuit level has been recently addressed in [36], [37], where
energy-efficient and noise-tolerant dynamic circuit styles
have been proposed. Efficient approaches to noise in the
deep micron era would require a judicious combination of
noise-tolerance and noise-reduction at all levels of the VLSI
design hierarchy.
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APPENDIX A

In this appendix, we derive equation (5.3) that expresses
the energy dissipation per bit for the proposed noise toler-
ant scheme. The total energy dissipation per information
bit is given by

Eior = Edyn + Estar + Ec: (Al)

where Egyn = Eqyn,f+ Eayn,r is the dynamic component of
energy dissipation (Egyn, ;s is the energy dissipated over the
forward channel, Egyy, , is the energy dissipated over the
reverse channel), Eg,; is the static component of energy
dissipation, and E. is the energy dissipated in the encoder
and the decoder.

Every time an error is detected with probability pg, the
receiver sends a retransmission request via a pulse over the
reliable high supply voltage (Vaq), reverse channel. Let N
codewords be transferred from the transmitting end over
the noisy low supply voltage (Vyq/K,) forward channel.
The total number of transmissions (including retransmis-
sions) over the forward channel required to transfer N code-

words is given by
Ne = N[l+pa+pg+pi+-],
N
= . (A.2)
1—pa

Hence, the dynamic energy dissipation over the forward
channel for N codewords transferred is obtained from (A.2)
and (4.1) as follows,

N 1VZ
l—pd2K3

Edyn,fw = Cbusn; (A3)
where n is the number of bits in a codeword and Vy4/ K, is
the supply voltage over the forward channel. The number
of retransmission requests made over the reverse channel

while transferring N codewords is given by,
Npa

N, = .
" 1—pa

(A.4)

Hence, the dynamic energy dissipation over the reverse

channel for N codewords transmitted is given by
Npq

2
Edyn,rw EalE—— Vdd Cbus )

— (A.5)

where the transition activity is 1 due to the assumption
that a retransmission request is made using transition sig-
naling. The total dynamic energy dissipation over the two
off-chip lines per information bit is given by

Edyn,fw + Edyn,rw
NEk '

where k is the number of information bits transmitted per
codeword (recall that the coding scheme maps k informa-
tion bits to an n bit codeword). Substituting (A.3) and
(A.5) in (A.6), we get

1 In 1 1 5
1——pd |:§EK—3 +pd_] Vddcbus-

Egyn = (A.6)

Eayn = (A7)

k

The static energy dissipation per bit of information trans-
ferred is obtained from (4.2) as, Esqt = %.

We now derive an expression for the energy dissipa-
tion in the encoder and the decoder. In the error control
scheme described in this paper, we have employed Ham-
ming codes to perform error detection. Hamming codes
are linear codes which can be defined by a generator ma-
trix and parity-check matrix in systematic form [33]. For
a linear code in systematic form, the generation of the n—
bit codeword corresponding to a k—bit message symbol in-
volves k(n — k) AND operations and (k — 1)(n — k) XOR
operations. The decoding of an n—bit received codeword
corresponding to a k—bit message symbol involves k(n — k)
AND operations and k(n — k) XOR operations. Therefore,
the total switching capacitance of the encoder and decoder
is (n —k)(2Cqnq + 2’“T_lC’zmﬂ), where Cpq is the switching
capacitance of an AND gate, Cy,, is the switching capac-
itance of an XOR gate. The dynamic energy (see (4.1))
dissipated in the encoder and decoder per information bit
is given by

2k —1 1
k C:EOT)) 1 _ pd .
(A.8)
Note that when n = k, no coding takes place and hence
Eene_gec = 0 as predicted by (A.8). Also, the overhead
due to retransmissions has also been taken into account.
Substituting (A.7) and (A.8) in (A.1), we obtain the ex-
pression for the total energy dissipation for the proposed
noise tolerant scheme as given by (5.3).

Eene—dee = 0.5V((n — k) (2Cqna +
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