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Abstract

Printed-Circuit-Board (PCB) integrated optical
waveguides possess the capability to overcome the
arising bandwidth bottleneck of on-board, inter-chip
interconnects. In order to meet the requirements
of the PCB technology, highly multimode optical
waveguides integrated within the PCB are currently
object of international research activities. Beyond
adequate manufacturing processes, the industrial scale
application of this innovative technology requires
efficient design and simulation tool, which his paper is
dealing with.

1 Introduction

According to Moores’s law the clock speed within and
between high performance electronic systems will in-
crease up to 10 Gbps in the year 2010 [1]. This re-
quires new concepts for on-board, interchip intercon-
nects as the conventional electrical interconnects are
increasingly facing EMC problems at this high clock
speeds.

F R - 4  S u b s t r a t e

C l a d d i n g

w

h

L w

h u

h o > h
C l a d d i n gC o r ee c oC o r eC o r e

e c l <  e c o
e c l <  e c o

Op
tica

l la
yer

L i g h t  g u i d i n g  c o r e  s t r u c t u r e s  o f  t h e  P C B - i n t e g r a t e d
w a v e g u i d e s

Figure 1: Optical layer with buried light guiding core structures
of PCB-integrated waveguides

A promising approach to overcome the interconnect
bottleneck problem is to replace conventional copper
interconnects with optical interconnects [3], [7]. Their
high bandwidth capability is well adapted to the needs
of future high speed inter-chip interconnects [2]. As the
integration of optical interconnects into conventional
PCBs requires compatibility with existing PCB manu-
facturing processes, a new technology for PCB-based
optical interconnects is currently under development
(e. g. [10], [5]). A typical implementation of this tech-
nology can be described as follows: By applying hot
embossing, photo-lithographic methods or laser direct
writing, light guiding, polymer core structures are inte-
grated into a polymer optical layer. The polymer layer
with lower material permittivity εcl < εco compared to

the core structure represents the cladding of the optical
waveguide, required for light guidance. Based on the
manufacturing methods, the light guiding core struc-
tures are optically homogeneous and show a constant
rectangular cross section (see Fig. 1) along their axis.
With this integrated optical waveguides, the same de-
gree of freedom in routing optical interconnects as con-
ventional electrical ones is achieved. By laminating the
optical layer into a multi-layer board, a conventional
PCB-system is supplemented with high speed optical
interconnects. Furthermore chip packaging and assem-
bly techniques are currently under development, pro-
viding the PCB system with VCSELs used as trans-
mitting and photodiodes as receiving components. The
optical coupling between the transmitting and receiv-
ing components and the optical waveguides is realized
by free-space optics and 45-deflection mirrors or butt-
coupling arrangement. In order to avoid active align-
ment for the optical transceiver and receiver modules,
the core cross sectional dimensions of the integrated
optical waveguides are in the range of conventional mi-
cro strip lines (100 × 100µm2). Thus their dimensions
meet the accuracy requirements ±25 to ±50µm [9], [6]
of automatic pick and place equipment.

Apart from technological aspects there is also a need
for optical design and simulation tools [10]. At present
the design of electronic components and systems is en-
tirely based on software tools. Especially for the design
of electrical interconnects for PCBs there exist a lot of
EDA tools. Consequently the industrial scale applica-
tion of PCB-integrated optical waveguides will require
efficient optical design and simulation tools as well. As
comparable tools for the new optical interconnect tech-
nology do not exist, an adapted computer-aided design
and ray-optical simulation tool for PCB-integrated op-
tical waveguides was developed and implemented. The
novel optical design technique enables a user-friendly
design and analytical description of almost arbitrar-
ily shaped 3-D boundary geometries of light guiding
core structures of integrated optical waveguides. Fur-
thermore the analytical description of the core geome-
try comes along with efficient, analytical algorithms for
fast ray intersection point computations with plane and
curved core boundaries. Both the analytical description
of the 3-D geometry of the core boundary as well as the
ray intersection algorithms provides the basis for ray-
optical analysis. The introduced ray-optical simulation
tool computes the optical wave propagation along afore
designed core boundaries under consideration of various
launch conditions and specific waveguide properties. It
combines ray-tracing techniques based on the laws of
geometrical optics with wave optical models to describe
the interaction of rays at core boundaries. In combina-
tion both tools enable the user to compute and ana-

1



lyze the static and dynamic optical transfer behavior
of PCB-integrated waveguides. In this context the sta-
tic transfer behavior describes basically the loss behav-
ior of the waveguide caused by intrinsic material losses,
radiation losses due to nano-rough core boundaries or
poorly designed core structures. Complementing the
static transfer behavior, the dynamic one specifies the
time response of optical waveguides, which is derived by
computing their characteristic step responses. Based on
the step response, characteristic time domain proper-
ties like signal delay, dispersion, skew and rise/fall time
are derived.

2 Design of optical interconnects

The application of the ray-optical simulation method
for PCB-integrated optical waveguides requires the geo-
metrical description of the core boundary, which is
obtained by the subsequently introduced design tech-
nique. This novel technique must provide an analytical
description of the 3-D core boundary geometry under
consideration of a user-friendly design process. The
design process is subdivided into two manual 2-D de-
sign steps for the core’s cross sectional contour and the
core’s routing within the optical plane. Based on the
two manual designs, the design technique provides an
algebraic description of the core’s boundary geometry.
The algebraic nature of the description is a precondi-
tion for an efficient ray-optical simulation, as it enables
an analytical and thus fast determination of ray inter-
section points with the core boundary. In regard to
the high amount of ray intersection calculations, which
have to be carried out during the simulation process,
this design constraint is essential. In order to obtain an-
alytical ray intersection calculation algorithms, another
constraint has to be met: The surface elements of the
core boundary must be of the first or second geometri-
cal order. This requirement restricts the core’s routing
to rectilinear or circular bended routing sections.

The 2-D design of the cross sectional contour of the
core structure is done by specifying a finite set of in-
plane vectors Qi, spanning up the contour. By applying
parameterized vector functions Qi(t), which define the
rectilinear contour curve between two adjacent vectors,
a closed parameterized vector curve can be derived to
describe the contour analytically.

Q(t) =

NQ−1�

i=0

Qi(t) with Qi(t) · ey = 0 (1)

The 2-D design of the routing trajectory of the core
structure starts with the definition of a placement vec-
tor A0 and a tangent vector T 0 within the xy-plane.
Based on these two vectors and sequentially selected de-
sign parameters radius and arc length for bended rout-
ing sections or length for rectilinear routing sections,
a continuously differentiable routing trajectory is com-
puted by the design technique. The derived routing
trajectory A(s) is algebraically described in sections
by a set of parameterized vector functions Aj(s):

A(s) =

NA−1�

j=0

Aj(s) with Aj(s) · ez = 0 (2)

The computed routing trajectory for a design example
with NA = 10 is given in Fig. 2. In order to obtain the
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Figure 2: Designed routing trajectory A(s)

algebraic description of the 3-D core boundary geom-
etry another set of parameterized vector functions is
required, which describe the tangent vector along the
routing trajectory.

T j(s) =
∂Aj(s)

∂s
with|T j(s)| = 1 (3)

By applying the parameterized vector functions (1), (2)
and (3), the 3-D geometry of the core boundary is al-
gebraically described in sections by another set of pa-
rameterized vector functions:

Hij(s, t) = [Tjy(s)Qix(t),−Tjx(s)Qix(t), Qiz(t)]
T (4)

+ Aj(s)

With this set of parameterized vector functions each
position on the core boundary is described analytically.
Applying this technique the 3-D geometry for slight

Figure 3: 3-D geometry of the core boundary

trapezoidal and circular cross sections is computed on
the basis of the routing trajectory depicted in Fig. 2
and visualized in Fig. 3. For evaluating the Fresnel
equations and wave optical scattering model, the angle
of incidence must be known, which is spanned by the
ray propagation direction and the surface normal of the
boundary at the intersection point. Therefore a further
set of parametric vector functions is introduced that

N ij(s, t) = T j(s) ×
∂Hij(s, t)

∂t
(5)

describe the surface normal at any point of the core
boundary. Due to the algebraic description of the
boundary and the restriction to rectilinear or circular
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bended routing sections, the ray intersection calcula-
tion for rectilinear ray paths with the core boundary
is achieved by solving the linear or quadratic equation
system analytically:

H ij(s, t) − (S0 + u S) = 0 ⇒ (s0, t0, u0). (6)

This equation system must be solved for all surface ele-
ments i ∈ [0, NQ −1] and j ∈ [0, NA −1]. If the derived
surface intersection parameters s0, t0 are within the de-
finition range [0, 1] and the ray parameter u0 represents
the smallest positive parameter, the intersection point
S̃0 is given by:

S̃0 = S0 + u0 S with u0 > 0. (7)

Integrating this intersection algorithm into a ray-
tracing technique and considering Snell’s law of reflec-
tion at each intersection point, the geometrical ray path
can be computed along the core structure of a PCB-
integrated waveguide. An example of a propagating
ray path with 44 reflection points is given in Fig. 4.
In order to compute the ray path 704 ray intersection
calculations had to be made.

Figure 4: Geometrcial ray path propagating along a designed
core structure

For visualization purposes in Fig. 4 the transversal
dimensions of the core are chosen to be large compared
to its axial length, resulting in a much smaller number
of reflection points along a ray path. For real-life PCB-
integrated optical waveguides, the transversal core di-
mension are much smaller (factor 0.01 − 0.0001) com-
pared to their axial dimensions.

3 Hybrid ray-optical method

In contrast to high frequency electrical interconnects,
the electromagnetic field propagating along an optical
waveguide is concentrated on its core region. Thus the
numerical calculation of optical wave propagation can
be limited to the inner core region of the waveguide. As
the transversal core dimensions of the PCB-integrated
waveguides are large compared to the targeted opti-
cal wavelength (0.65µm up to 0.95µm), the discrete
electro-magnetic guided mode-spectrum is merging into
a quasi-continuous mode spectrum. This allows the ap-
plication of a hybrid ray-tracing method based on the
laws of geometrical optics [11], [8]. In order to compute

guided wave propagation by ray-tracing, the behavior
of local plane waves

E(r) = E
0
e−j(k·r−ωt) with k = ω

√
εcoc

−1

0 ∧ k ||S
(8)

and their properties (field energy, polarization, optical
path length) are assigned to the ray path. As the poly-
mer core structures are homogeneous in terms of their
permittivity εco 6= f(r), rays are propagating along rec-
tilinear paths throughout the core media satisfying the
eikonal equation of geometrical optics [11]. Due to lossy
polymer core material, the amount of field energy of the
local plane wave traced along the ray path, must be re-
duced. This energy reduction can be considered within
the ray-optical method by introducing a complex core
permittivity with a slight electric conductivity κ.

εco = � εco − j
κ

ωε0 � with
κ

ωε0
� εco (9)

The imaginary part of the core permittivity leads to a
field reduction of the local plane wave (8) and conse-
quently causes an energy reduction along the ray path.
When striking a core boundary rays are specular re-
flected by satisfying Snell’s law [8]. The amount of
power of the specular reflected ray is defined by the
Fresnel equations [8]. Depending on these equations
that are parameterized by the angle of incidence and
the real parts of the permittivity on both sides of the
core’s boundary, the ray is partially or totally reflected.
In order to take intrinsic material losses of the covering
cladding material into account, the Fresnel equations
can be evaluated using the complex cladding permit-
tivity instead of its real part [8]. This leads to a slight
reduction of the reflected power even if the ray is totally
reflected. By extending Fresnel reflection by local scat-
tering processes, the influence of manufacturing based
nanorough core boundaries can be integrated into ray-
optical simulation as well [4]. This leads to a slight
decrease of field energy of the specular reflected ray.
The lost field energy of the specular reflected ray is
transferred into a spectrum of refractive and reflective
scattered rays. While the first one causes radiation loss
the latter one leads to scattered rays, which have to
be traced throughout the waveguide as well. As the
axial dimensions of the waveguides are large compared
to their transversal dimensions, ray paths undergo a
high number (> 100) of local reflection or scattering
processes at which they lose a fraction of their inci-
dent field energy. Thus only ray paths that undergo
total internal reflection at each boundary intersection
contribute to wave propagation along the waveguide.

In contrast to high frequency electrical intercon-
nects the static and dynamic transfer behavior of PCB-
integrated waveguides strongly depends on the initial
launch condition of the optical source. This is explained
by the fact that each ray path has its own character-
istic propagation time and loss behavior. Thus each
optical simulation of the transfer behavior must con-
sider a specific launch condition. This can be achieved
by applying ray-optical source models. They convert
a scalar signal (e.g. step function) into a spatial light
emission spectrum, which can be emulated by a discrete
set of local plane waves. These plane waves serve to ini-
tialize the ray-tracing algorithm and are traced along
the core structure of the designed waveguide. In order
to evaluate the static and dynamic transfer behavior of
the waveguide, the field energy of the local plane waves
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traced along the ray paths has to be converted back
into a scalar signal. Therefore so-called virtual detec-
tors are introduced, which are represented each by a
spatial limited plane placed at specified positions along
the waveguide. They record the optical field energy and
delay time of each incident ray and compute a scalar
step response by integrating time sorted field energy
fractions PD(τ ) of all detected rays over the time.

σ(t) =
1

PQ

t�
T0

PD(τ ) dτ and t ∈ [T0, T0 + TD] (10)

As exemplarily depicted in Fig. 5, derived step re-
sponses always show a monotonically increasing curve
progression. By normalizing the step response to the
optical power PQ emitted by the applied source, the
final value of the step response represents the signal
attenuation. For perfect optical transmission without
any appearing losses, the final value of the step response
always reaches unity. Introducing detector thresholds
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Figure 5: Optical step response and evaluation criteria

PDH , PDL for certain switching operation, the power
budget as well as timing criteria can be evaluated. In
order to integrate the absolute values of the switching
thresholds into the step response representation (10),
they have to be normalized to the source power PQ.

σH =
PDH

PQ ����
0→1

∧ σL =
PDL

PQ ����
1→0

(11)

For proper operation the optical loss must be smaller
than the power budget. The dynamic evaluation of the
step response includes the offset delay time T0, the dis-
persion time TD, the signal delay time TL an the rise
time TA. The offset delay time is defined by the point
in time, at which the first rays are impinging on the de-
tector plane. The dispersion time defines the transient
range, in which all rays are impinging on the virtual
detector plane and is a measure for the signal disper-
sion. By evaluating the slew rate of the step response,
the signal rise time is defined by the switching time
from low to high digital level. Furthermore the signal
delay time can be defined by TL, which extends the off-
set delay time by the time period, required to switch
to high digital level. Thus by evaluating this step re-
sponse, the static and dynamic transfer behavior of the
optical waveguide at the detectors position is derived
in regard to the applied launch condition and detectors
switching capabilities.

4 Numerical results

One important design feature for PCB-integrated op-
tical waveguides is the minimum bending radius. In
order to save routing space, small bending radii are
preferred. But due to the waveguide bending the opti-
cal loss increases with decreasing bending radii. Thus
the question arises, which kind of bending radius can
be chosen in regard to acceptable bending losses. As
the bending losses depend on various waveguide pa-
rameters, ray-optical simulation runs are needed, to
answer this question. By applying our design tech-
nique and our ray-optical simulation tool, the minimum
bending radii are determined for different permittivities
of the cladding material εcl and different widths w of
quadratic core cross sections. In order to isolate the
bending losses from other losses, no intrinsic material
loss nor surface roughness of the core boundary were
considered within the simulation. The applied bended
waveguides show circular bended routing section with
varying radii R ∈ [1, 15]mm and constant bending an-
gle of π/2. In Fig. 6 the simulated bending losses are
depicted over the applied bending radius for three dif-
ferent core widths w = [40, 70, 100]µm. The permit-
tivity of the core material is chosen to be εco = 1.253
and the one for the cladding is εcl = 1.245. As ex-
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Figure 6: Bending losses for different radii

pected the bending losses are increasing for decreasing
bending radius. One remarkable result is that bend-
ing losses depend significantly on the width of the core.
Smaller transversal core dimensions enable the design
of smaller bending radii. This motivates another repre-
sentation of the bending loss curves. Instead of plotting
the bending losses over the radius, they are plotted over
the normalized radius R/w in Fig. 7. This leads to an-
other remarkable result. The bending loss curves for
different core widths but constant cladding permittiv-
ity εcl are lying upon each other. In order to approve
this fact, the simulations were repeated for a different
cladding permittivity of εcl = 1.241 and its results are
additionally depicted in Fig 7. Also for this parame-
ter choice the bending loss curves over the normalized
bending radii are lying upon each other confirming the
previously obtained result. This result leads to a first
design rule for PCB-integrated optical waveguides. The
design of waveguide bends has to consider the ratio
of bending radius to applied core width of the optical
waveguide. An exclusive consideration of the bending
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radius without considering the core width is not suffi-
cient for designing optical waveguide bends. Addition-
ally the bending loss curves in Fig. 7 show a strong
dependence on the choice of the cladding permittivity,
which has to be considered as well within the design of
waveguide bends. A typical computing time (Pentium

0 50 100 150 200 250 300 350 400
−10

−9

−8

−7

−6

−5

−4

−3

−2

−1

0

Normalized bending radius R/w 

B
en

di
ng

 lo
ss

es
 [d

B
]

h=w=100µm
h=w=  70µm
h=w=  40µm

−0.5 

ε
cl

=1.241 

ε
cl

=1.245 

Figure 7: Bending losses for different normailzed radii R/w

4 system) to achieve the above results is ranging from
few minutes to few hours depending on the number of
initial rays applied (103 up to 5 × 106).

5 Conclusion

A novel design technique for PCB-integrated optical
waveguides has been introduced. This user-friendly
technique supports a likewise novel ray-optical simu-
lation technique with an algebraic description of 3-D
boundary geometry of the light guiding core structure
of PCB-integrated optical waveguides. Furthermore it
offers analytical solutions for ray intersection calcula-
tions with the core boundary and thus provides ray-
tracing techniques with fast and efficient ray intersec-
tion algorithms. Based on ray-tracing algorithm geo-
metrical ray paths traveling along designed core struc-
tures can be computed. But this is inadequate for the
simulation of the static and dynamic transfer behav-
ior of optical waveguides. Therefore the ray-tracing
is extended by an ray-optical simulation technique,
that allows the computation of the field energy flow
along a geometrical ray-path under consideration of
the waveguide’s design, the permittivities of applied
dielectric material and surface roughness of the core
boundary. Under consideration of the spatial emission
spectrum of the optical source the signal transmission
along optical interconnects is evaluated by computing
step responses via virtual detector models.

Applying these techniques, a numerical analysis of
the minimum bending radius has been carried out.
Here from a first design rule for PCB-integrated opti-
cal waveguides has been derived, showing a relationship
between bending losses and bending radius normalized
to the core width. Furthermore significant dependence
of the bending loss behavior on the permittivity of the
cladding material has been unveiled. This small sim-
ulation example highlights the complexity of designing
optical interconnects and emphasizes the need of de-
sign and simulation tools for this new optical interchip

interconnect technology.
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