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Abstract SOC opto IC + digital IC + RF IC + RAM
3D packaging via System-On-Package (SOP) is a viable ompete system [ H—t=——=—"_"t7 stbsrrate |
alternative to System-On-Chip (SOC) to meet the rigorous re
guirements of today’s mixed signal system integration. In this MCM opto IC digital IC RFIC
article, we present the first physical layout algorithm for 3D| interconnects
SOP that performs thermal-aware 3D placement and crosstalk"°""°""

] RAM

1 analo

! ﬁ g i‘ |

[ SIP-IC ] [_SIP-PACKAGE |

substrate

aware 3D global routing. Existing approaches consider thermal
distribution and crosstalk issues as an afterthought, Whicwgﬂe § chips
may require expensive cooling scheme and additional routing or packages
layers. Our goal is to overcome this problem with our therma
and crosstalk-aware 3D layout tools. The traditional design _ ; 5 =
objectives such as performance, area, wirelength, and via costSOP 526 5 ] 1 O O
are considered simultaneously to ensure high quality results.oypacease. | [digtal C & decaps | [anelog 10, ALG, fiters | [opto 1G, waveguides
Related experimental results demonstrate the effectiveness of

our approach.

Fig. 1. Comparison among SOC (System-On-Chip), MCM (Multi-Chip
Module), SIP (System-In-Package), and SOP (System-On-Package).

1. Introduction
Semiconductor industry is beginning to question the via-

bility of System-On-Chip (SOC) approach due to its low- _ o

yield and high-cost problem. Recently, 3D packaging Vi};h.us. contr.olllng the level of crosstal'k noise in 3D packages

System-On-Package (SOP) [1], [2], [3] has been proposedGp is an important task for the designers.

an alternative solution to meet the rigorous requirements ofpyowever, existing approaches consider these issues as an
today’s mixed signal system integratibriThe SOP is about afterthought, which may require expensive cooling schemes
3D integration of multiple functions in a miniaturized packaggng more routing layers. In addition, many time-consuming
achieved by thin film embedding. The 3D SOP conceRkrations are required between full-length thermal/crosstalk
o_pt_imizes ICs fpr transistors and the package for i_ntegrati(_)néqfnmation and manual layout repair until we converge to a
digital, RF, optical, sensor and others. It accomplishes this Bytisfactory result. We note that the placement of modules in
both build-up SOP, similar to IC fabrication, and by stackegp sOP design has huge impact on thermal distribution while
SOP, similar to parallel board fabrication. The uniqueness @fe routing of the signal nets has direct impact on crosstalk.
3D SOP is in the highly integrated or embedded RF, opticgherefore, the goal of this article is to present the first physical
or digital functional blocks, and sensors, in contrast to stackpési,out algorithm for 3D SOP that combines thermal-aware 3D
ICs and stacked package as illustrated in Figure 1. placement and crosstalk-aware 3D global routing algorithm.
Thermal issues cannot be ignored anymore in high perfathe traditional design objectives such as performance, area,
mance 3D packages due to higher power densities and otjelength, and via costs are done simultaneously to ensure

issues. High temperatures not only require more advanced hggh quality results. Related experimental results demonstrate
sinks, they also degrade circuit performance. Interconnect gge effectiveness of our approach.

lay increases with temperature, which degrades circuit timing. K h | hvsical . laorith
If timing deteriorates enough, logic faults can occur. Hence R€CeNt work on thermal-aware physical design algorithms

thermal issues must be considered early-on in the destgfiude [4l. [51. [6]. [7], [8], [9]. Recently, physical design
process. Moreover, due to the scaling down of device geome onthms_ for :,)’D System-On-Package designs have *?ee”
in deep-submicron technologies, the crosstalk noise betw prosed |nclud|ng_3D placement [10,]' [11] a}nd 3D routing
adjacent nets has become a major concern in high performaH(,?l—:]' [13]' The remainder of this papers Oan”'Zed as follows.
packaging design. Increased coupling noise can cause Sidp(glprowdethe problem formulation in Section 2. Our thermal-

delays, logic hazards and even malfunctioning of the desigfi/aré SOP placement algorithm is presented in Section 3.
Section 4 presents our crosstalk-aware SOP global routing

1A special issue on SOP (vol. 27, issue 2, May 2004) provides a Compglgorlthm. Experlr_nental .results are presented in Section 5,
hensive survey of the state-of-the-art in SOP technology. and we conclude in Section 6.
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placement lyrt, Lp(1) electrical wires, and (iv)<, the number of placement layers

routing =0 top pin distr lyrt, Ly(1) in the 3D packaging structure.
iFr:It(ir;/aH — x-y routing lyr1, Ly(1) For each net from a given netlistV L, let wl,, denote the
¢ bot pin distr lyr1, Lyy(1) wirelength ofn. The wirelengthwl,, is the sum of Manhattan
= % placement lyr2, L;(2) distance inx, y, andz directions, where the direction is the
routing g top pin distr lyr2, Ly(2) height of the associated vias. L&t°* denote the final footprint
interval 2 — x-y routing lyr2, L(2) area of the 3D placement. L&™** denote the maximum
RI2) ——— botpin distr lyr2, L(2) temperature of the substrate. The goal of Thermal-aware
- ess—ewm— placement lyr3, Lp(3) SOP Placement Probles to find the location of each block

in the placement layers such that the following cost function

Fig. 2. lllustration of the layer structure and routing resource in SOP. Thg minimized:
block and white dots respectively denote the original and redistributed pins.
The “x” denotes a feed-through pin for an x-net to pass through a placement wy - Atot + wy - Z wl,, +ws - T (1)
layer using a routing channel. The solid, dotted, and arrowed lines respectively ~L
denote signal wires, vias, and feed-through vias. ne
For each net. from a given netlistVL, let zt, andwv,

respectively denote the amount of crosstalk and via associated

2. Problem Formulation with n. Let cl(n,m) denote the coupling length between

A. SOP Layer Structure andm. We definext,, as follows:

The layer structure in multi-layer SOP is illustrated in xt, = Z A et Ry
Figure 2. Theplacement layefs contain the blocks (such mENL, mn [2(n) = 2(m)]
as ICs, embedded passives, opto-electric components, etca . .

. : : . : . érez(n) denote the routing layer that contains metThe
which from the p0|r!t Of.V'eW of physical design are st mal Eje)finition of Crosstall?—dri)\//en SOP Global Routing
rectangular blocks with pins along the boundary. The mterv@roblem is as follows: Given a 3D placement and nelist
between two adjacent placement layers is calledrthing generate a routing tor;ology for each metassignn to a set '
interval. A routing interval contains a stack obuting layers

sandwiched betweepin distribution layers These layers are of routing layers and assign all pins ofto legal locations.

actually z-y routing layer pairs so that the rectilinear partia16‘II conflicting nets are assigned to different routing layers

net topologies may be assigned to them. The pin distributi?ﬂvﬁ"le satisfying various wwe/wa_capamty constram';s. '[_é*t.
layers in each routing interval are used to evenly distribu?lee.n.0 te the total ”“T“ber of routing If';lyers. The objective is to
pins from the nets that are assigned to this interval. Then th&gdmize the following cost function:

evenly distributed pins are connected using the routing layer . ptot | Z (ws - Tty + we - Wl + w7 - vn)  (3)
pairs. Each placement layer consists of a pait-gf routing neNL

layers, so routing is permitted. Aeed-through viais used .

to connect two pin distribution layers from different routing3' Thermal-Aware SOP Placement Algorithm
intervals. Thus, the routing channels in each placement layer Overview of the Algorithm

are used for two purposes: (i) accommodate feed-through viasgimulated Annealing is a very popular approach for module
and (ii) perform local routing, where limited number of intraplacement due to its high quality solutions and flexibility
layer connections are made. in handling various constraints. We extend the existing 2D
In the SOP model the nets are classified into two categori&equence Pair scheme [14] to represent our 3D module
The nets which have all their terminals in the same placemgiiacement solutions. Simulated Annealing procedure starts
layer are calledi-nets while the ones having terminals inwijth an initial multi-layer placement along with its cost in
different placement Iayers arenets The i-nets can be rOUtedtermS of area, Wire|ength, and maximum temperature_ We
in a single routing interval or indeed within the placemenhen make random perturbation (move) to the initial solution
layer itself. On the other hand, the x-nets may span more th@nhgenerate a new 3D placement solution and measure its
one routing interval. cost. The algorithm does a one time set-up of the ther-
mal matrices. These matrices are used during incremental
temperature calculations to evaluate the thermal cost. The
The following are given as the input to our 3D SOPRhermal modeling and evaluation is explained in section 3-
placement problem: (i) a set of blockd = {Bl, Bsy, ---, B. If the new cost is lower than the old one, the solution
B,,} that represent the various active and passive componestsccepted; otherwise the new solution is accepted based
in the given SOP design, (i) width, height, and maximuran some probability that is dependent on temperature of the
switching currents for each block, (iii) a netli® L = {n,, annealing schedule. We examine a pre-determined number of
na, - -+, ni} that specifies how the blocks are connected vkandidate solutions at each temperature. The temperature is
decreased exponentially, and the annealing process terminates
2\We use placement layer and device layer interchangeably. when the freezing temperature is reached.

cl(n,m)

)

B. SOP Placement and Routing Problem



in temperature profild7". Adding AT to the old temperature
profile will give the new temperature profile. These equations
summarize the two method®,,.., = R Prew: AP = Ppew —

Poigy AT = R-AP, Ty, = Toig+AT. Swapping two blocks
usually has a small effect on the power profile,/s& should

be sparse. This reduces the number of multiplications used by
the second method at the expense of doing extra additions and

dy - subtractions.
= yn%vp 4. Crosstalk-Aware SOP Global Routing Algorithm
Z S A. Overview of 3D Global Routing

Our 3D router, illustrated in Figure 5, is divided into the
following steps: (1) coarse pin distribution, (2) net distribution,
(3) detailed pin distribution, (4) topology generation, (5) layer
assignment, (6) channel assignment, and (7) pin assignment.
The process of determining the location of entry/exit points of

The linearized differential equatiofk - 77 + P = 0) for  the nets for each routing interval is called the pin distribution
steady state heat flow was the basis of our thermal model,s4sp. The process of assigning nets to routing intervals is called
described in [4]. In the equatio,is the thermal conductivity, the net distribution step. In the coarse pin distribution step,
T is the temperature, and® is the power density of heathich is done before net distribution, we find a coarse location
sources. The chip is divided into a 3D grid to apply a finitgyr the pins and use this information for the net distribution.
difference approximation to the differential equation. (Segfter the net distribution, the detailed pin distribution step
Figure 3). assigns finer location to all pins in each routing interval. A

Figure 4 shows our thermal equations, whei®the current Steiner tree based routing topology for each net is constructed
node anden, p, yn, yp, zn, zp are the nodes to the negativeand a layer pair is assigned to it during the topology generation
or positivez,y,z direction ofi, k., is the thermal conductivity step. The conflict among the nets for routing resources is re-
between node and nodexzn, t is the temperature of the solved and layer pairs are assigned during the layer assignment
node,p; the power density of nodg anddz,dy,dz are the step. The channel assignment problem is to assign each pin in
dimensions of a node. When Equation (5) is written out for ahe pin distribution layers to a channel in the placement layers.
nodes, they can be expressed as the following matrix equatigfie purpose of pin assignment is to finish connection between
G-T = P, whereG is the thermal conductance matri%{; is  the pins in the routing channel and the pins along the block
the thermal conductance between neded nodej), T"is the  poundary. The pin and net distribution are performed while
temperature profile vectot7{ is the temperature of nod9, considering all routing intervals simultaneously. During topol-
and P is the power profile vector; is the power dissipation ogy generation and layer assignment, we visit each routing
of nodes). interval sequentially from bottom to top. During channel and

If the nodes are enumerated in such a way that all the act'tym assignment, we visit placement layers sequentially from
nodes take up the tom rows and the passive nodes take UBottom to top.

the bottomn rows then the matrix equation takes the following
During 3D placement, we assume pins are located at the

B. Coarse Pin Distribution
& & lln]-0
Ge Gy Ty 0 center of the modules (= soft modules) or at the boundary of
The passive nodes can be eliminated by defining mafrix the modules (= hard module). Thus, the pin location is highly
such thatY = Ga—GCT-G;1~GC, andY-T, = P,. InvertingY” localized and not evenly distributed. Since our plan is to use
gives matrixR which is the thermal resistance matrix betweepin distribution layers and routing layers in combination to
the active nodesiz = Y !, R- P, = T,. The temperature finish routing in each routing interval, one of the important
of all the active nodes can now be calculated from the powsteps is to evenly distribute pins in the pin distribution layer
profile using a single matrix-vector multiplication. so that routing in the routing layers is done more evenly.
Assuming that the thermal conductivity of device blocks ar€his greatly helps reduce the number of routing layers used
similar (they are mostly silicon), swapping the location devicas well as crosstalk among nets. However, pin distribution
blocks would not change the thermal resistance mariXhis cannot be accurate without knowing which nets are assigned
means that matri? only needs to be computed once in théo each routing interval. In addition, our net distribution
beginning. To calculate the temperature profile of a new blocleeds to be based on newly distributed pin location for more
configuration, the power profilé® needs to be updated andaccurate crosstalk measurement. Consequently, we need to
then multiplied byR. Alternatively, a change in power profileiterate between pin distribution and net distribution until we
AP can be defined. Multiplying? and A P will give change converge to a good solution. We solve this issue with our

Fig. 3. Top: 3D grid of a SOP for thermal modeling

B. 3D Thermal Analysis




dydz dydz dzdz dxdz dxd
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Fig. 4. The Thermal Equations

three-stage effort: coarse pin distribution, net distribution, ama below), whereas the nodes that represent x-net segments are
detailed pin distribution. fixed during the partitioning. Our heuristic algorithm is gain-
During our coarse pin distribution step, we superimpose &lased iterative improvement approach, where each movable
placement layers onto a single 2D layer withx n grid and node maintain stwo cost functionsp_costand down.costto
perform pin distribution so that each pin is assigned to omepresent how much the crosstalk is reduced if partitioned to
of the slots. We extend the mincut-based global placementiting interval right above or below. Once a node is moved to
algorithm [15] for coarse pin distribution. In [15], hypergraplanother routing interval, the cost of all its neighboring nodes
nodes are partitioned into x n grid while minimizing the are dynamically updated.
nur.nber.of inter—partition connections (= c'ut.size) as well 85 Detailed Pin Distribution
their estimated wirelength. In our new heuristic algorithm, our o o )
cost function is based on (i) how far the new pin location After coarse pln_dlstrlbutlon and net Q|str|but|on are f|n.-
is from the initial location, (ii) how evenly distributed thelSh€d, we know which set of nets are assigned to each routing
pins are, (iii) cutsize and wirelength, and (iv) how evenly diggter\{al as vyell as their (evenly distributed) enFry/e.xn.pomts in
tributed the inter-partition connections are. More specificall§in distribution layers. However, the coarse pin distribution is
we construct the initialn x n placement according to thedone based on the 2D grid that merged all multiple placement
initial pin location. We then compute thaove gainfor each aYers into one. The even pin distribution in this 2D grid
pin so that it represents how much the cost is improved ff€rs a good enough reference points for net distribution. But,
moved to another partition. We then perform a sequence bfd0€s not consider even pin distribution in each individual
pin moves based on the gain until the quality of the solutidiQuting interval. In addition, it is also possible that pin capacity

is not improved. for each partition in each routing interval may be violated.
Therefore, it is possible that pin distributioneach routing in-
C. Net Distribution tervalis still not even and may violate pin capacity constraint.

o . . .. Therefore, the goal of detailed pin distribution is to address

Net distribution problem is to assign nets to routing ing\ese problems in each routing interval so that the subsequent
tervals. Net dlst.rlbu_tlon'for some nets is straight forwarq_%pology generation and layer assignment truly benefit from
nets having their pins in the lowest placement are assigngts oven pin distribution.
to the routing interval right above it. The nets having pins in gjince the layer and crosstalk minimization are addressed
the top-most placement are assigned the routing interval rigﬂfring the prior steps, the major focus of our heuristic algo-
below it. In case of an x-net, all routing intervals that this nelhm’is on (i) how far the new location is from the original
spans are used. However, the net distribution of i-nets involv@s.ation obtained from coarse pin distribution, and (i) the
decision since they can be assigned to the routing interval righty wirelength. We use the same grid we used for coarse pin
above or below. In our heuristic algorithm, the objective is tgisyipution. Our force-directed heuristic algorithm encourages
reduce crosstalk, where we use the amount of overlap ama{jgqs the pins from the same net to be placed closer to the

bounding boxes of the nets as a measure of crosstalk.  center of mass while minimizing the distance between the old
The net distribution problem is modeled with an undirectegl,q new pin location.

graph, where each net becomes a node and two nodes are )

connected via an edge if there is crosstalk between the tfo TOPology Generation

corresponding nets. The weight of the edges denotes théuring this step, we visit each routing interval and generate
amount of crosstalk between the nets which is calculated Byeiner tree for all nets distributed in this routing interval based
the amount of overlap among the bounding boxes of the nets. the 2D grid used for the prior detailed pin distribution step.

The problem can then be seen as a restricted graph partitionblg use an existing MSSA (Minimum Shortest Path Steiner
problem, where each partition represents a routing intervAltborescence) algorithm [16] to construct the routing tree so
The nodes that represent i-net can be partitioned into onetloét the paths from the source to all sink pins are always the
the two predetermined partitions (routing interval right abow&hortest. This kind of tree guarantees the minimum source to



Fig. 5. Overview of the global routing process. 1=pin distribution, 2=net distribution, 3=topology generation, 4=layer assignment, 5=channel assignment,
6=pin assignment.

sink delay and provide a reasonable wiring length (= total wighannel assignment result has a direct impact on the number
capacitance). of pin distribution layers used, so layer minimization is the

primary goal. Our secondary objective is to reduce the number
of bends which would necessitate the use of secondary vias.

Given a set of entry/exit locations of the nets in a routing/e assume a straight or L-shaped routing of nets to their

interval and their routing topologies in 2D grid, the layegssigned channel. This reasonable assumption simplifies the
assignment problem is to assign each net to a routing layeres@luation of the wirelength. We observed that the congestion
that nets do not overlap and the number of routing layers usgfdpin connections and wire crossings on a particular channel

is minimized. We construct a Layer Constraint Graph (LCGjould increase the layer count. Our cost model for the problem
[17] from the net topology as follows: corresponding to eackaptures these issues.

net we have a node in the LCG. Two nodes in the LCG haveQur heuristic algorithm assigns pins to channels based on
an edge between them if corresponding net segments of saf cost of the assignment. When we select a pin to be
orientation (horizontal or vertical) share at least one tile iassigned, we seek a channel with the best assignment cost.
the routing grid. In other words, an edge between the nodefis cost is a combination of (i) the sum of L-distance between
denotes conflict. Then we use a node coloring algorithm gin and channel, (ii) the channel density, and (iii) the bending
assign a color to the node such that no two nodes sharinggahalty. In order for a channel assignment to be legal, the via
edge are assigned the same color. It is easily seen that ¢apacity of each channel should not be violated. Our sequential
nodes having same color can be assigned to the same rougfigassignment approach requires updates on channel capacity
layer. as well as congestion upon each assignment. Since the pins in
In our coloring heuristic algorithm, we first sort all nodes irach routing interval have been distributed evenly by our pin
LCG in a decreasing order of the number of their neighborgistribution steps, our sequential approach with no particular
Let fin[n] denote the neighbors of that are already colored. ordering of the pins does not degrade solution quality too
When we visit a node: from the sorted list, we compute themuch.
set of all colors that are used jfin[n]. In case there exists a ) i
color that is used for some node not fiin[n], we assign this H. Pin Assignment
color ton. Otherwise, we introduce a new color and assign it The final step in our proposed methodology finishes con-
to n. In spite of its simplicity, this greedy algorithm providegiection between pins in the channel and block boundaries.
results that are very close to a tight lower bound on totdhe pin assignment is done entirely in the routing channels
number of colors used. of the placement layer. In case the boundary information is
not available, we determine pin locations along the boundary
as well. The channel pins are actually the entry/exit points
The pins in the routing interval have to be connected to theo the routing interval. We model the placement layer with
corresponding blocks in the placement layer using pin dista- FCG (Floorplan Connection Graph) [18]. The pin is now
bution layers and vias. Since vias can only be accommodatgther a block node or channel node, and edge weight denotes
in the routing channels in the placement layer, we assign pith& routing capacity of the channel. It is possible that the pins
to routing channels while satisfying the channel capacity. Tieom the same multi-terminal x-net are assigned to multiple

F. Layer Assignment

G. Channel Assignment



channels in the same placement layer. In this case, we ne TABLE Il
p y : ! ggPP|N REDISTRIBUTION RESULTS USING OUR COARSE AND DETAILED

to determine which of these pins to connect to a block in the
placement layer if such a connection is desired. This process
is called pin selection.

Our heuristic algorithm first performs pin selection, where
the shortest distance between the pins—which are already

PIN DISTRIBUTION ALGORITHMS. WE REPORT THE WIRELENGTH
BETWEEN THE ORIGINAL AND THE NEW LOCATION (DW), TOTAL
WIRELENGTH (WL), CROSSTALK (XT) AND TOTAL NUMBER OF LAYER
PAIRS USED(LYR) IN THE ROUTING LAYERS.

assigned to a channel-and the destination block is used. We . | . WIDPD o e | aw CVSIDJrDPXEt’ yr
then perform maze routing, where a weighted shortest path—35 010 003 0 5 0.15 004 0§
in FCG is found for each channel-to-block connection. The n50 0.15 0.04 5 7| 0.24 0.05 5 6
edge weight in FCG represents the current usage of the 7100 | 026 007 10 19 041007 10 8

o ; ; n200 |0.51 0.16 51 15 0.80 0.15 52 14
channel, which is dynamically updated upon routing of each 300 | 069 021 219 14 1.17 021 220 16

connection. Therefore, a detour is made for a connection that gt50 | 1.50 0.41 92 3§ 2.19 0.38 90 33

gtl00 | 3.01 0.84 441 73 434 078 446 57

needs to go through a congested channel. gt300 | 3.94 1.19 2200 74 6.14 1.07 2186 66

; gtl000| 7.45 2.21 13365 89 11.46 2.06 13496 87

5. Experimental Results gtl500| 8.76 2.67 14296 87 13.38 2.33 14366 94
We implemented our algorithms in C++/STL and ran our _TIME 579 588

experiments on Linux Beowulf clusters. We tested our algo-

rithms with two sets of benchmarks. The first set is from the

standard GSRC floorplan circuits. The second set, named BheSOP Routing Results

GT benchmark, was synthesized from the IBM circuits [19], |n Table Il we compare pin redistribution results. Under

where we use our multi-level partitioner [20] to divide thehe DPD columns, we perform DPD (= detailed pin distrib-

gate-level netlist into multiple blocks. The GSRC benchmark§ion) only, where we skip CPD (= coarse pin distribution)

are small to medium-sized in terms of both the number ghd assign all i-nets to the routing interval below for net

blocks and neté.The GT benchmarks contain medium to larg@istribution. Under the CPD+DPD, we perform CPD using the
number of blocks withdensenetlists. We report the averagealgorithm, assign all i-nets to the routing interval below for net

runtime for each benchmark measured in seconds. distribution, and perform DPD. DPD serves as our baseline,
A. SOP Placement Results where CPD+DPD respectively demonstrate the impact of our

coarse pin distribution. In all cases, we perform detailed pin

For our thermgl aqaly3|s we used a grid siz€ of10x10x7 Histribution to legalize the pin location, i.e., remove overlaps
the X, y and z direction. The number of active layers was fo l}nong the pins. We use the following metrics to evaluate

with three passive layers in between them. The conductivity 8ﬂr solutions: wirelength between the original and the new

the substrate was chosen to be that of silicenW/mmC). ocation (dw), total wirelength (wl), crosstalk (xt) and total

The conductivity of the S.'des of the package was fixed gl \per of layer pairs used (lyr) in the routing layers. The
0.01W/mmC. Thg heat sink was assumed to be at the tcEﬁsplacement (dw) and wirelength (wl) results are scaled by
of the p_af:kage with a conductivity &L5W/mmC and the 10, and the time reported is the average runtime among
conductivity of the bottom of the package was chosen to tﬂ’?e GSRC/GT circuits. From the comparison between DPD

0.2W/mmC. The power density of the blocks varied fromand CPD+DPD, we note that the displacement result (dw)

5 9 ) S
IOW(/jmm :jo BO%W/mmh_dependmg (;)n thedSW|tch|ng CUFincreases by an average of 50%. However, CPD lowers the
rerjt emands. T e.SW'tC Ing current demands were gener Betgl wirelength (wl) consistently by 10% on average and the
using a formula using a random number and the size of t

block fimber of layers (lyr) by 10% on average.
: In table IlI h topol tion (RSA/G) and
We note from Table | that our thermal-driven floorplannin n table 1l we show our topology generation ( )an

. . . er assignment (LAYER) results. We used the technolo
achieved a 21% improvement on maximum temperature res %r g ( ) 9y

; . . ameters fof.13. process for Elmore delay computation.
over the baseline (= area/wirelength-driven) at the cost of 76% kP y P

. . oo ecifically, the driver resistance 29.4k¢2, input capacitance
area and 28% wirelength increase. The runtime is comparagie,) 050fF, unit-length resistance 00.820/um and unit-

o~ , and the lower bound and the actual number
layers used for the top-most routing interval. In general,
YRC benchmarks have bigger delay than GT benchmarks
e to the larger average wirelength. Our layer assignment
orithm is able to achieve results very close to the lower
nds. For the GT circuits, the layer assignment results are
within 10% of the lower bound. For the GSRC circuits, we
3The GT benchmark circuits are available for download at our websit&/€r€ able to achieve the results equal to the lower bound.
www.gtcad.gatech.edu . Our channel assignment results are shown in Table IV. The

number of candidate solutions evaluated. The times reporte
the table directly reflect the subset of the configuration spag
spanned by the algorithm. The constraint version ran mug|
faster, making a small number of moves because fewer Moy
were accepted.



TABLE |
AREA/WIRE-DRIVEN VS THERMAL-DRIVEN VS AREA/WIRE-DRIVEN UNDER THERMAL CONSTRAINT.

ckts area/wire-driven thermal-driven thermal-constraint
name sizel area wire temp| area wire temp| area wire temp
n50 50| 22107 2.66 87.23 37710 3.59 68.90 22020 2.97 81.82
n50b 50| 25509 2.51 75.53 38121 3.42 63.23 26768 2.74 73.70
n50c 50| 21233 2.35 80.66 31406 3.01 65.11 21942 2.86 71.71
nl00 100| 31551 6.66 86.56 49376 8.41 69.83 37142 7.50 83.78
nl00b 100| 28017 4.83 104.86 50151 6.95 78.23 27867 4.83 104.86
n100c 100| 32845 6.21 90.94 52908 8.43 73.87 37561 7.43 87.67
n200 200| 56012 1.71  96.46 107736 2.45 76.21 55802 1.72 96.47
n200b 200| 55624 1.82 97.71 103160 2.56 76.2% 67203 2.14 96.11
n200c 200| 54259 1.69 100.96 113549 2.43 76.16 54174 1.69 100.96
n300 300| 84610 2.86 100.16 131052 3.88 86.6% 84263 2.86 100.12
gtl00 100| 19156 1.32 71.00 47466 2.04 52.34 20743 1.68 70.90
gt300 300| 23898 1.96 93.21 52809 2.80 72.19 24487 2.26 90.43
gt400 400| 27017 2.81 114.0% 36290 3.70 89.25 26665 2.81 114.05
gt500  500| 31665 3.03 99.78 54125 3.85 80.34 32926 3.68 99.48
gté00  600| 47541 6.08 115.62 77795 7.65 84.6Q0 47268 6.08 115.62

RATIO 1.00 1.00 1.00 176 128 0.79 105 1.10 0.98
TIME 563 512 191
TABLE Il TABLE IV
TOPOLOGY GENERATION AND LAYER ASSIGNMENT RESULTSWE REPORT ~ SOPCHANNEL ASSIGNMENT RESULTS WE REPORT THE LAYER USAGE
THE TOTAL WIRELENGTH (WL), ELMORE DELAY OF THE NETS WITH WIRELENGTH, AND VIA FOR THE BASELINE (WIRELENGTH MINIMIZATION
MAXIMUM SINK DELAY (DLY), AND THE LOWER BOUND (LOW) AND THE ONLY) AND MULTI -OBJECTIVE ALGORITHMS
ACTUAL NUMBER (LYR) OF LAYERS USED wi-only lyrrwi+via
RSAIG [AYER ckt lyr  wl via lyr  wi via
ckt wi dy |low lyr n30 9 0.023 103 8 0.033 132

n30 391.8 2.779] 2 2 n50 10 0.035 167/ 8 0.039 239
n50 429.3 3.045 3 3 n100 12 0.039 317) 9 0.049 484
nl100 | 384.7 2.728 7 7 n200 13 0.058 603 10 0.081 1244
n200 | 4005 2.841 7 7 n300 12 0.066 686 12 0.086 1314

9

n300 | 5067 3590 9 gi50 | 11 0.710 7033 9 0833 11538

gtl00 | 2323 1645 29 29 gt300 | 26 1.925 17934 17 2.087 34418
ot300 | 2592 1837 27 31 gtl000| 67 4.048 43029 29 4.448 77237
gt1500 | 289.5 2.054| 40 49 TIME 194 210

TIME 90 150

objective local routing algorithm that simultaneously optimizes
baseline case is where we optimize the wirelength only. Wérelength and routing demands. In both cases, the same pin
then compare it to our multi-objective channel assignmefiéemand constraint is imposed. We note that the improvement
algorithm that simultaneously optimizes the wirelength, vi®@f our multi-objective algorithm over the baseline is signifi-
and layer usage. Our comparison indicates that the numbercant, especially for GSRC circuits—the routing demands were
layers is consistently and significantly reduced especially fegduced by 33% on average while the wirelength increased
the bigger GT benchmarks, where an average improveméyitonly 10%. In addition, we reduced the routing demands
of 48% is observed. In case of the second largest benchmégkthe GT benchmarks by 41% on average, with wirelength
gt1000, we achieved 57% improvement. This saving on tigcrease by 20%. In our biggest benchmarks (gt1500), our
layer usage comes at the cost of increase in wirelength aiediting demand reduction is the largest (53%), which comes
vias. The average increase in wirelength is 12% and 30% f&ith the maximum increase in wirelength (23%). This again
GSRC and GT benchmarks, respectively. The average incretisiicates that the local routing result is very sensitive to the
in via usage is 63% and 79% for GSRC and GT benchmarkggighting constants among the objectives used in our cost
respectively. We noted that the channel assignment resulfusction. The lower standard deviation of our multi-objective
very sensitive to the weighting constants among the objectiv@lgorithm indicates that the routing demand is more evenly
used in our cost function. This indicates that the solution spadistributed (= lower congestion) compared to the wirelength-
of the channel assignment problem offers many useful tradeeffly case.
points.

Table V reports our local routing results. We report the wir
length, maximum and average routing demand as well as thdn this article, we presented the first physical layout al-
standard deviation. Our baseline is the local routing optimizegrithm for 3D SOP designs that includes thermal-aware
for wirelength only. We then compare it against our multi3D placement and crosstalk-aware 3D routing algorithm. We

e6-' Conclusions and Ongoing Works



TABLE V

SOPLOCAL ROUTING RESULTS FOR THE BASELINEWIRELENGTH MINIMIZATION ONLY ) AND MULTI -OBJECTIVE ALGORITHMS WE REPORT THE

WIRELENGTH (WL), MAXIMUM (MAX) AND AVERAGE (AVE) ROUTING DEMAND AS WELL AS THE STANDARD DEVIATION (DEV).

wil-only wi+rd
ckt wi max avg dev wi max avg dev
n30 0.080 47 7.85 8.82 0.082 38 7.69 7.63
n50 0.129 66 10.29 11.61 0.133 64 10.10 9.63
nl00 | 0.247 183 1483 19.21 0.276 112 1477 14.73
n200 | 0,512 305 2225 28.68 0.593 144 22.82 19.45
n300 | 0.786 297 2250 29.59 0.920 145 23.23 19.28
gt50 1.417 3423 296.39 456.73 1.684 2089 311.30 356.83
gtl00 | 2.803 4564 343.74 611.19 3.338 3335 367.08 465.06
gt300 | 5.069 6504 327.32 596.98 6.197 3629 358.67 435.62
gtl000| 8.162 6492 263.65 500.58 9.698 3730 304.08 382.46
gt1500| 9.666 9221 256.60 506.9811.899 4313 294.06 378.35
TIME 547 573

extended the thermal models to 3D and used them to guide @u3f J. Minz, M. Pathak, and S. K. Lim, “Net and pin distribution for
3D module placement. Our routing process is divided into pin

redistribution, topology generation, layer assignment, chan
assignment, and local routing steps. Our major objective is to
reduce the amount of crosstalk and layers while satisfyin

various constraints on routing resource. Our ongoing wo%
includes SOP detailed routing.
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