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Abstract

Power simulation of metal interconnect voltage dissi-
pation in large on-chip VLSI networks requires long
CPU times on SPICE-like simulators. Even standard
model reduction techniques are not capable of reducing
this bottleneck significantly. A new technique allows
for the simulation of these large networks with multiple
input sources with few generated moments. The algo-
rithm is an extension of the general multi-input multi-
output (MIMO) model reduction approach and requires
only a 12-20 Taylor series moments for networks with
hundreds of unique input sources as compared to the
MIMO approach which requires hundreds.

1. Introduction

Due to the increasing electromagnetic effects of
on-chip metal interconnect in VLSI circuits, intercon-
nect modeling and analysis have become prominent in
the CAD community in the last few years. Most of the
focus however has been on delay or noise analysis
[1][2] which have been impacted by self or mutual ca-
pacitance and inductance.

Interconnect modeling tends to generate very large
linear circuits composed of inductors, capacitors and
resistors as well as independent voltage/current sourc-
es. Simulating these large networks had become a bot-
tleneck for normal nonlinear circuit simulators. In this
context, model reduction (MR)[3][4][5] has been use-
ful. MR has been effective in allowing the reduction of
these networks of thousands of nodes to networks of
only tens of state variables.

Recently, power dissipation concerns in VLSI de-
sign have led to the modeling and simulation of large
linear interconnect grids for interconnect power analy-
sis and optimization. Power dissipation has become a
serious concern on chip and a large part of the power
dissipation takes place in the interconnects. Further, lo-
cal voltage spikes or ebbs on the Vdd (or Gnd) supply
lines can slow down or speed up devices that were de-
signed to operate at fixed voltage supplies. This in turn
can cause timing errors that were unanticipated by as-
suming constant power supplies.
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The large power networks generated in modeling
power supplies however, are not amenable to standard
model reduction because they have thousands of inde-
pendent sources which represent the circuits drawing
current from the network. Applying the standard model
reduction algorithms on these networks has not been
effective because model reduction time is directly pro-
portional to the number of input sources. Therefore
these power networks are traditionally simulated with
SPICE[6] which requires long CPU times.

We present a new algorithm which extends the
model reduction approach to the time-domain analysis
of large linear grids with multiple independent sources.
The sources, like the network itself, are also expanded
in a Taylor series and incorporated directly in the mod-
el reduction. This has the consequence of allowing the
solution of the network with only one matrix inversion
and a 12-20 back solves. Results obtained show that
this method is accurate to the criterion required by
power design and optimization.

The first part of this paper will describe how power
networks come to be generated and discuss the issues
of interest. Part 2. will overview model reduction while
part 3. will describe the new approach. Finally, an ex-
ample will show the application of the technique.

2. Power Analysis of interconnects

There are two sources of power dissipation in a
VLSI circuit: the devices and the interconnect. Typical-
ly, in a standard chip design, groups of devices per-
forming a particular sub-function are grouped together
with small local interconnect into a module called a
macro. Following this, different functional macros are
physically placed and interconnected with longer metal
interconnect lines, called global interconnects, into the
final chip assembly. Each macro, in addition to being
fed by the signal lines from other macros, is fed on the
top by Vdd and Gnd buses. A small example macro is
shown in Fig. 1.

When full-chip power analysis is performed, each
macro is simulated by itself with typical and expected
input vectors and its typical (time-dependent) average
current draw at its “pins” is calculated (assuming un-
limited power supply and therefore a stable Vdd sup-
ply). The interest of the designer is to estimate whether
all of the macros operating together with their global
interconnects will tax the Vdd network to such an ex-
tent as to cause power surges. In order to arrive at a



conclusion, each macro is modeled as one or more sim-
ple time-dependent current draws using the results of
the stand-alone simulation. The global interconnects
are extracted and modeled as R(L)C networks and the
macro current sources are attached (Fig. 2).  This re-
sults in a completely linear network.  Simulating this
network will give the true Vdd and Gnd supplies as
functions of time and allow, if necessary, another itera-
tion on the macro simulation with the more accurate
power supply picture.

Realistic networks can contain hundreds or thou-
sands of independent networks and thousands or tens
of thousands of interconnect nodes making it a simula-
tion bottleneck on standard simulators. We show next
why standard model reduction cannot be applied to
such networks.

Figure 1: An example macro fed by Vdd and Gnd
buses at four input points on the grid.

Figure 2: A model of the macro drawing current from
the power network at the four points.

3. Model Reduction

The network in Fig. 2 (with or without inductors)
can be formulated in terms of a set of MNA[7] network
equations in the form of:
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where  and  represent the frequency independent
 conductance and susceptance MNA matrices,

is the vector of node voltages and inductor/source cur-
rents,  and  are the currents/voltages at the input
and output ports respectively, and  are the matrices
mapping the input ports (internal states) to the internal
states (output ports).

In on-chip power analysis, matrices  and  are
large and consist of thousands of state variables. The
typical model reduction algorithm takes a linear net-
work in the frequency domain form of (1) and gener-
ates the Krylov subspace:

(2)

using it in a transform on the system in (1) to yield a
much smaller system in the same form as the original
system:

(3)

The transform can be a Lanczos type transform[5] or
other transforms such as Arnoldi or others.

However, the bottleneck in such approaches is the
number of sources in the vector . The longer this
vector (i.e. the more unique input vectors exist) the big-
ger the Krylov subspace to be used because the bigger
the  matrix. For each extra column in the  matrix,
another forward-backward LU substitution is required
in order to obtain a new Krylov vector. Therefore the
time of the model reduction algorithm is directly pro-
portional to the number of inputs/outputs (ports) and
typically networks with only a small number of ports
are reduced.

Another, older, approach to model reduction
makes use of a explicit rational Padé approximation[4].
The Taylor series moments of (1) are generated at the
selected outputs :

(4)

This in turn allows one to form an approximation
of the form:

(5)

This procedure, while useful for many circuits, fell
out of favor for the general case because of its lack of
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numerical ability to extract more than 6-10 poles ( ).

4. Model reduction for power

In order to solve the power problem more effec-
tively, we need to note some important points about the
problem. Power fluctuations of interest are typically
low frequency. There is not much interest in the high
frequency (more that 100 times the clock frequency)
activity which is typically randomly balanced out by
other high frequency activity in the circuit and does not
cause much timing variation. What is of interest is pro-
longed (over one or more clock cycles) current draw
that will have impact on the operating speeds of the
macros over a one or more clock periods. This auto-
matically implies that only a few low frequency poles
in a model reduction are of interest.

As well, in order to be effective in simulation time,
the ideal is to look at small time windows of suspected
activity in some part of the network and therefore the
simulation time for any window need not be over more
then one or two clock cycles and several small win-
dows of simulation time can be combined. Also, ran-
dom time windows can be chosen to see if general
activity is disrupting expected supply levels.

As a final point, the sources of each of the macros
can be modeled for the low frequency purposes of pow-
er as piecewise linear sources.

These being the case, it is possible to use a varia-
tion of the explicit Padé model reduction described
above.

First we begin with the system description in (1)
and note that the input function  consists of multiple
independent sources, each of which is piecewise linear.
In the frequency domain these can then be modeled as
a sum of delayed ramps:

(6)

where the  is the slope of ramp i and  is the delay
of ramp i from t=0. The Taylor series expansion of
is given by:

(7)

It is important to note that this series represents the com-
bined input of all of the voltages to the system. Given
the Taylor series of these combined sources, a Taylor se-
ries of the entire network response can be constructed as
a Taylor series of  by including the sources as part
of the model reduction:
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In a normal model reduction algorithm, the sources are
abstracted to impulse or step sources and the resultant
solved output is convolved with any arbitrary input. In
this new algorithm the sources can be numerous and
varied. The series is premultiplied by a  term in or-
der to make them a more accurate response to input
terms that are of the same kind in . This yields a
relationship with the moments of the input sources:

(9)

which then gives a recursive relationship for the mo-
ments of the outputs:

 and (10)

(11)

Since the inputs of the macros are repetitive the number
of ramps is always limited.

Note, that the output can be separated into:

(12)

The first parentheses contain what can be convert-
ed to a time domain ramp and a time domain step func-
tion. The next parenthesis can be approximated as (5)
by an explicit Padé approximation. This approximation
is obtained by mapping the Taylor series to a rational
function approximation and then solving two sets of
linear equations, one for the coefficients of the denomi-
nator and one for those of the numerator, and subse-
quently reducing it into a pole residue in the form of
(5)[4].

The pole/residue form in the frequency domain is
translated into the time domain as:

(13)

One point of interest to note is that because tran-
sient, possibly nonmonotonic, sources are now intro-
duced into the model reduction, there is no guarantee
that for real-pole systems the generated reduced order
poles will not be complex, (even though the network
may contain only R’s and C’s!). In fact, for any realistic
example the response will contain complex poles.

5. Example

We simulated a modeled power supply network
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6. Conclusion

We have demonstrated a novel model reduction method
that is applicable to power simulation of large linear net-
works with a large number of independent sources. As
compared to the conventional reduction techniques, the
new method does not require moments proportional to
the number of inputs but assimilates all of the inputs di-
rectly into the reduced model. Future research should
concentrate on possibly extending this approach to a
Krylov based model that is not dependent on explicit
Padé approximations which will allow more time accu-
racy.
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containing 1128 capacitors, 2475 independent sources
and 45561 resistors extracted from a 1GHz PowerPC
microprocessor test chip containing 620 macros de-
signed in CMOS6X (a 0.25 micron, 6-metal, 1.8 volt
process) at the Austin research lab. For the frequency
of analysis and power estimation time of interest we
only extracted 4 poles/residues for each output. Some
of these were complex. The poles/residues represent
the complete response of the network to the given in-
puts for the time period of interest. Some typical Gnd
and Vdd node outputs are displayed in Fig. 3. Note the
sag of some of the Vdd or Gnd lines in part of the clock
cycle. A histogram of a particular node’s Gnd voltage
distribution over time is shown in Fig. 4.  As can be
seen most of the time is not spent in a true Gnd state.

Figure 3: Nine sampled power grid outputs of example
(the lower are Gnd grid points and the higher are Vdd)

Figure 4: Distribution of Gnd voltages in clock cycle

Vdd/Gnd buses power over clock cycle
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