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Abstract

This paper introduces a new circuit noise analysis

and modeling method. The noise analysis method com-

putes an analytic expression of frequency, in rational

form, which represents the Pad�e approximation of the

noise power spectral density. The approximation can

be carried out e�ciently, to the required accuracy, us-

ing a variant of the PVL [1] or MPVL [2] algorithms.

The new method is signi�cantly more e�cient than

traditional methods for noise computation at numer-

ous frequency points. In addition, it allows for a com-

pact and cascadable modeling of noise that can be used

in system level simulations.

1 Introduction

Noise is a fundamental phenomenon in electronic
circuits caused by the small uctuations in currents
and voltages that occur within the devices in the cir-
cuit. The uctuations are due mainly to the discontin-
uous nature of electric charge. Determining the e�ects
of noise is very important, as noise often represents the
fundamental limit of circuit or system performance.

Noise analysis algorithms for circuits in DC steady-
state have been available for a long time in programs
such as SPICE [6]. The results of such programs is the
noise power over a range of frequencies in tabulated
form. Circuit or system designers, typically reduce the
information contained in the noise spectrum to one
single number such as the noise �gure [3]. While such
compact representations o�er good insight, and are
very convenient for back-of-the-envelope calculations,
CAD tools at both the circuit and the system levels
can take advantage of the more accurate and complete
information available in the noise spectrum, and, in
return, o�er more accurate analysis.

In this paper we introduce an algorithmwhich com-
putes the noise power spectral density as a closed form
rational expression. More speci�cally, the algorithm
computes the Pad�e approximation of the noise power
spectral density using the numerically robust and e�-

cient Lanczos [4] method. The spectrum is computed
to the required accuracy over the frequency range of
interest. This method is signi�cantly more e�cient
than repeatedly evaluating the noise power over a
�ne frequency grid. However, the real advantage of
the new approach consists in the compact noise mod-
els that get produced. These compact noise models
with the spectral density speci�ed as rational expres-
sions can be accepted by the algorithm as input noise
sources. In other words, the algorithm can consume
its own output, thus lending itself to a hierarchical
analysis methodology.

For example, the circuit designer, designs an ampli-
�er, analyzes it, and produces a high-level model, say,
of its transfer function and of its output noise spec-
trum. The system designer uses models for all the
components to performs, using the same noise anal-
ysis algorithm, a system-level simulation. No infor-
mation is lost due to a too narrow interface between
circuit-level and system-level models.

The paper is organized as follows: In the next sec-
tion we review the circuit noise analysis problem. In
Section 3 we reformulate the noise spectral density
expression in a form compatible with Pad�e via Lanc-
zos, (PVL), model reduction. Section 4 discusses the
application of the PVL algorithm to this particular
problem. Finally, in Section 5, we illustrate the noise
analysis problem with a few circuit examples and then
present a few concluding remarks.

2 Review of circuit noise analysis

The principal mechanisms of noise in integrated cir-
cuits are [3]: thermal, shot, and icker noise. Math-
ematically, device noise is modeled by stochastic pro-
cesses [5]. Stochastic processes, represent ansambles of
functions of time, n(t), and are characterized in terms
of statistical averages, such as the mean and autocor-
relation, in the time domain, or the power spectral
density in the frequency domain.
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Thermal noise, is caused by the thermal agitation
of the electrons and occurs in almost all devices. Ther-
mal noise is modeled by a parallel current source, the
value of which is a zero mean stochastic process with a
frequency independent (white noise) spectral density
equal to

Sth(!) = 4kTG; (1)

where k is Boltzman's constant, T the absolute tem-
perature, and G the conductance.

Shot noise, is due to the fact that the current
through a PN junction consists of discrete charge car-
riers randomly crossing a potential barrier. Shot noise
in a junction is also modeled by a parallel, white noise
current source. The spectral density of shot noise is

Ssh(!) = 2qId; (2)

where q is the electron charge and Id the average junc-
tion current.

Flicker (or 1
f
) noise, occurs in all active devices

and even in some resistors due to mechanisms that
are not well understood. Flicker noise is modeled by a
stochastic process with a frequency dependent spectral
density

S(!) = K1
Ia

(2�!)b
; (3)

where I is the average direct current, K1 is a tech-
nology dependent constant characterizing a particu-
lar device and process, a is a constant in the range
0:5� 2:0, and b is a constant of about one, (hence the
name 1

f
noise).

In this paper we only consider circuits with a con-
stant excitation in steady-state (DC). The noise anal-
ysis methods presented below can also be applied to
circuits with time varying bias conditions [7], but such
an extension is beyond the scope of the present paper.
Moreover, noise is assumed to represent a \small" per-
turbation to the circuit.

The circuit equations under these assumptions are

f(x(t);
d

dt
x(t); b0; n(t)) = 0: (4)

Here, x(t) is the vector of circuit variables, typically
currents and voltages, b0 is the constant (DC) exci-
tation, and n(t) is a vector of \small" perturbations
caused by the noise sources.

Moreover, we assume that the circuit is stable and
therefore the solution of the noiseless circuit x0, is
constant in time and satis�es

f(x0; 0; b0; 0) = 0; (5)

since, obviously, d
dt
x0 = 0.

The response of the circuit in the presence of the
perturbation perturbation, z(t), of the DC solution

f(x0 + z(t);
d

dt
z(t); b0; n(t)) = 0: (6)

Assuming that the noise perturbation is \small", the
�rst order Taylor expansion of the circuit equations (6)
around the DC solution is su�ciently accurate

f(x0; 0; b0; 0) +Gz(t) + C
d

dt
z(t) �Bn(t) = 0 (7)

where G =
@f

@x

����
x0;0;b0;0

, C =
@f

@ _x

����
x0;0;b0;0

, and

B = �
@f

@n

����
x0;0;b0;0

. Subtracting (5), we are left

with just the linear, di�erential equations for the
perturbation signals

Gz(t) + C
d

dt
z(t) = Bn(t): (8)

The vector stochastic process n(t) is speci�ed in terms
of its frequency domain cross-spectral density matrix
where Sxx(!). The diagonal elements in Sxx(!) rep-
resent the power spectral density of each noise source,
and the o�-diagonal elements describe statistical cou-
pling of noise signals. In practical cases, Sxx will al-
most always be a diagonal matrix.

The noise analysis problem reduces to that of the
propagation of a stochastic process through a linear
system. The general expression of the noise power
spectral density at the output of the linear system,
Syy is given by the well known formula [5]

Syy(j!) = H(j!)Sxx(j!)H
H(j!) (9)

When only one output is analyzed, Syy(j!) is just a
scalar function of frequency. For more than one out-
put, Syy(j!) is a full matrix, the dimension of which
is the number of outputs. The diagonal elements of
Syy(j!) represent the power spectral density of the
noise at each output and the o�-diagonal elements rep-
resent the cross-spectral density.

The many-to-one vector transfer function of the lin-
ear system from the noise sources to an output port
of interest is

H(j!) = lT(G+ j!C)�1B (10)

where l denotes the incidence vector that corresponds
to the output port of interest. More generally, when
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more than one output is considered, we have a many-
to-many matrix-transfer-function from noise sources
to the outputs

H(j!) = LT(G+ j!C)�1B; (11)

where L is the incidence matrix of the output ports.
From the formula (9), using (10), we obtain the fol-

lowing expression for the noise power spectral density
at the output of the system

Syy(j!) = lT(G+ j!C)�1BSxx(j!)B
T(G+ j!C)�Hl:

(12)

The noise analysis method implemented in SPICE [6],
evaluates this expression e�ciently, for a given !, us-
ing the solution of the adjoint system

xa(j!) = (G+ j!C)�Hl:

thus reducing (12) to

Syy(j!) = xHa (j!)BSxx(j!)B
Txa(j!); (13)

The SPICE noise computation algorithm computes
the noise power only at a given frequency. When we
are interested in the spectrum of the noise we must re-
peat the procedure for a large number of frequencies.

We now introduce a novel noise analysis method
which computes a closed form rational expression for
the noise power spectral density over a wide frequency
range. This method is more e�cient than the classi-
cal method, when noise needs to be computed over a
frequency grid. Moreover, the closed form expression
represents a compact model of the noise spectrum, and
can be used hierarchically in system simulations.

3 Reformulated noise spectral density

For the following, it will be convenient to intro-
duce the new variable s := j!. Note that, in order
to be \physically" meaningful, the variable s has to
be purely imaginary. For now, we thus assume that s
is purely imaginary. Later on, we will drop this con-
straint and treat s as a general complex variable.

The new noise analysis and modeling algorithm re-
lies on the computation of the Pad�e approximation to
the noise power spectral density expression (12). The
Pad�e approximation of a general transfer function ex-
pression of the form

F (s) = ~lT( ~G+ s ~C)�1~r; (14)

where ~r and ~l are vectors of length ~N , and ~G and ~C are
~N � ~N matrices, can be computed e�ciently with the
PVL (Pad�e via Lanczos) algorithm [1]. At �rst glance,

it appears that noise-type transfer functions (12) are
very di�erent from (14). However, we will show that
there are vectors ~r, ~l and matrices ~G, ~C so that the
functions (12) and (14) agree for all purely imaginary
s, i.e., for all physically meaningful values of s.

First, consider the case when the noise sources are
all white. Then Sxx is not a function of the frequency,
and thus the function (12) reduces to

F (s) = lT(G+ sC)�1BSxxB
T(G+ sC)�Hl: (15)

Here, we have used the new variable s = j!. We
rewrite (15) by introducing two new vectors, u, and v

F (s) = lTu;

v = (G+ sC)�Hl;

u = (G+ sC)�1BSxxB
T(G+ sC)�Hl

= (G+ sC)�1BSxxB
Tv

(16)

The vectors u and v represent, therefore, the solution
of a system of linear equations

�
0 (G+ sC)H

G+ sC �BSxxB
T

� �
u

v

�
=

�
l

0

�
(17)

From (16) and (17) we obtain

F (s) =
�
lT 0

� ��
0 GT

G �BSxxB
T

�
+

+s

�
0 �CT

C 0

��
�1 �

l

0

� (18)

exactly of the form (14), amenable to PVL reduction.
Unfortunately, as shown in the previous section, not

all noise sources are white. In order to be able to

treat more general noise sources, we actually consider
a more general class of noise-type transfer functions.
More precisely, we study functions of the form

F (s) = lT(G+ sC)�1BP�1(s)BT(G+ sC)�Hl: (19)

Here, l is a real vector of length N , G and C are real
N �N matrices, B is a real N �M matrix, and P (s)
is a matrix polynomial

P (s) = P0 + P1s+ P2s
2 + � � �+ PLs

L; (20)

whose coe�cients Pi, i = 0; 1; : : : ; L, are M �M ma-
trices. We assume that PL is not a zero matrix, so
that L is the degree of the matrix polynomial P (s).
The form (19) can express practically all interesting
noise power spectral densities. The degree L itself can
be arbitrary; however, the cases of low degree such as
L = 0; 1; 2 are the most important ones. For example,
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for L = 0 and P0 = S�1xx , the function (19) reduces
to the case (15) of white noise. The icker noise fre-
quency dependent power spectral density (3) can also
be well approximated by an expression of form (19)
by expanding the denominator into a power series

S(!) = K1I
a
�
c0 + c1s + c2s

2 + : : :
�
�1

(21)

Rewriting the noise-type transfer function F (s)
given by (19) in the form (14) then allows us to com-
pute Pad�e-based reduced-order models for F (s) by
simply applying the PVL algorithm to the representa-
tion (14) of F (s).

Next, we show how to transform (19) to form (14).
Consider the linear system

2
66666664

0 (G+ sC)H 0 0 � � � 0
G+ sC 0 B 0 � � � 0

0 BT P0 + sP1 sP2 � � � sPL

0 0 sI �I � � � 0
...

. . .
. . .

. . .
. . .

...
0 � � � � � � 0 sI �I

3
77777775

2
66666664

x

y

z1
z2
...
zL

3
77777775
=

2
66666664

l

0
0
0
...
0

3
77777775

(22)

From the last L � 1 blocks of equations in (22), it
follows that

zi = szi�1 for all i = 2; 3; : : : ; L; (23)

and thus

zi = si�1z1 for all i = 2; 3; : : : ; L: (24)

Using the third block of equations in (22), together
with (24) and (20), we get

BTy = �(P0 + sP1)z1 + sP2z2 + � � �+ sPLzL

= �
�
P0 + sP1 + s2P2 + � � �+ sLPL

�
z1

= �P (s)z1:

(25)

By the �rst two blocks of equations in (22), we have

y = (G+ sC)�Hl;

x = �(G + sC)�1Bz1:
(26)

Combining (25) and (26), we get

x = (G+ sC)�1B(P (s))�1BT(G+ sC)�Hl: (27)

Next, we observe that, for purely imaginary s, the
linear system (22) can be rewritten in the form

�
~G+ s ~C

�
~x = ~l: (28)

Here, ~x and ~l are vectors of length ~N d de�ned by

~x =

2
666664

x

y

z1
...
zL

3
777775

and ~l =

2
666664

l

0
0
...
0

3
777775
; (29)

and ~G and ~C are ~N � ~N matrices given by

~G =

2
66666666664

0 GT 0 0 � � � 0

G 0 B 0
. . . 0

0 BT P0 0
. . .

...

0 0 0 �I
. . . 0

...
. . .

. . .
. . .

. . . 0
0 � � � � � � 0 0 �I

3
77777777775

(30)

and

~C =

2
66666666664

0 �CT 0 0 � � � 0

C 0 0 0
.. . 0

0 0 P1 P2
. . . PL

0 0 I 0
.. . 0

...
. . .

. . .
. . .

. . . 0
0 � � � � � � 0 I 0

3
77777777775

(31)

Using (19), and (28) to (31), it follows that

F (s) = lT(G+ sC)�1B(P (s))�1BT(G+ sC)�Hl

= lTx = ~lT~x

= ~lT
�
~G+ s ~C

�
�1

~l:

(32)

This shows that, for purely imaginary s, the noise-
type transfer function (19) is indeed of the form (14)
with ~l = ~r, ~G, and ~C de�ned in (31).

Of particular interest are several special cases

� The case L = 1

Here ~l, ~G, and ~C reduce to

~l =
�
l 0 0

�T
;

~G =

2
40 GT 0
G 0 B

0 BT P0

3
5 ; ~C =

2
40 �C

T 0
C 0 0
0 0 P1

3
5 : (33)

� The case L = 0

135



This is the case (15) that all noise sources are
white. It is covered by (33) with P0 = S�1xx and
P1 = 0. However, in this case, we eliminate the
third block rows and columns in (33) and obtain

~l =

�
l

0

�
; ~G =

�
0 GT

G �BTS�1xx B

�
; ~C =

�
0 �CT

C 0

�

(34)

This is exactly the form arrived at in (18).

4 Application of PVL

Now that we have shown how to reformulate noise-
type transfer function F (s) given by (19) in the \PVL"
form (14), it is straightforward to employ PVL to gen-
erate reduced-order models. Recall that, in our case,
~l = ~r in (14).

First, we choose a real expansion point s0, and com-
pute, L and U as the factorization

~G+ s0 ~C = L � U : (35)

Then, setting s = s0 + �, we rewrite (14) as follows:

F (s0 + �) = ~lT
�
~G+ s0 ~C + � ~C

�
�1

~l

=
�
U�T~l

�T �
I + �L�1 ~CU�1

�
�1 �

L�1~l
�
:

(36)

We then apply the Lanczos process to the matrix
A = L�1 ~CU�1, using b = L�1~l and c = U�T~l as the
right, respectively left, starting vector. After running
the Lanczos process for n iterations, we obtain an n�n
tridiagonal matrix, Tn, such that the function

Fn(s0 + �) =
�
cTb

�
� eT1 (I + �Tn)

�1
e1 (37)

where e1 represents the �rst unit vector of length n,
is just an n-th Pad�e approximant to F (s0 + �). More
precisely, Fn(s0 + �) is a rational function of � with
numerator polynomial of degree at most n � 1 and
denominator polynomial of degree at most n such that

Fn(s0 + �) = F (s0 + �) + O(nq(n)); (38)

where q(n) is maximal. In the generic case, q(n) = 2n.
Note that (38) just states that the Taylor expansions
of Fn and F about the expansion point s0 agree in as
many leading Taylor coe�cients as possible. We note
that all quantities involved in the Lanczos process are
real, as long as the coe�cient matrices P0; P1; : : : ; PL

of (20) are real, which is usually the case.
We observe that the reduced-order model for the

noise spectral density of a circuit module will always

have the form in (37), which results from the PVL al-
gorithm. If the reduced order models of circuit mod-
ules are used in higher level simulations, expressions
of the form in (37) appear in the Sxx(s) noise source
spectral density matrix of the system simulation. The
resulting output noise spectral density of the system
will have the form

F (s) = lT(G+ sC)�1B(P0 + sP1)
�1BT(G+ sC)�Hl;

(39)

therefore, compatible with PVL, as shown for the spe-
cial case L = 1 in (33).

Finally, we must make some comments, regarding
properties of the PVL algorithm speci�c to its appli-
cation to \noise"-type problems. So far, we have made
no assumptions on the matrix polynomial

P (s) = P0 + P1s + P2s
2 + � � �+ PLs

L: (40)

If the function F (s) describes the noise power spectral
density of a circuit, then P (s) needs to be such that

F (j!) > 0 for all ! > 0: (41)

Ideally, the PVL algorithm is stopped as soon as the
Pad�e approximant Fn has converged to F in the fre-
quency case of interest, i.e., if

jF (j!) � Fn(j!)j � tol for all ! 2 [!min; !max]:
(42)

Together with (41), this ensures that the Pad�e-based
reduced-order model

Fn(s0 + �) =
�
cTb

�
� eT1 (I + �Tn)

�1
e1 (43)

satis�es

Fn(j!) & 0 for all ! 2 [!min; !max]: (44)

This observation is important if we want to use the
reduced-order model as noise sources in a high-level
simulation.

As a �nal note, we remark that the discussion in
this and previous sections can be generalized for the
computation of the cross-spectral density matrix of
multiple outputs. In the multiple output case the l

and ~l vectors become matrices and MPVL will be used
instead of PVL.

5 Examples

We applied the noise computation algorithm on a
number of circuits. The �rst example is the 741 oper-
ational ampli�er. The size of the problem is 55 vari-
ables. Figure 1 shows the exact transfer function of the
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Figure 2: 741 noise

ampli�er compared to the PVL reduced order mod-
els of orders 16 and 20. The order 20 approximation
captures the behavior of the ampli�er almost exactly.
Figure 2 shows the ampli�er output noise power spec-
tral density over the same frequency range. Here, a
Pad�e approximations of order 5 is already su�cient to
capture the noise spectrum.

The next example is a 5-th order Cauer �lter which
uses ten 741 opamps as building blocks. The total size
of the problem is 463 variables. Figures 3 and 4 show
the transfer function and the output noise spectrum
computed exactly, and with PVL. We observe that we
need roughly the same number of iterations to obtain
an almost perfect match of both the transfer function
and the noise spectrum.
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The �nal example is a bandpass �lter derived from
a 3-rd order Chebyshev low-pass prototype, and im-
plemented with single ampli�er biquads. It also uses
the 741 opamp as a building block. The problem size
is 147. Figures 5 and 6 show the transfer function
and the output noise spectrum computed exactly, and
with PVL. We observe that we need 18 iterations to
match the transfer function and only 14 to match the
noise spectrum.

6 Conclusions

In this paper we have introduced a new noise anal-
ysis method which computes the noise power spectral
density of a circuit node or the cross-spectral density
of a number of nodes. The results are presented in the
form of a closed form polynomial rational function of
frequency which represents a Pad�e approximation of
the true noise spectral density. This method is signif-
icantly more e�cient than the classical noise analysis
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method for predicting noise over a range of frequen-
cies. The main advantage of the method, however, is
the fact that it produces a reduced-order model of the
noise generated by the circuit under analysis. This
model can then be employed, using the same algo-
rithm in a system-level analysis. The noise analysis
algorithm accepts the noise source power spectral den-
sity in a rational polynomial form. This form covers
practically all possible noise sources of interest.
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