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Abstract. An accurate transient analysis of a package interconnect requires the modeling and analysis of conductor
and dielectric losses, as well as other high-frequency effects of 3D structures. The skin effect and dispersion of
interconnects are more accurately modeled in frequency domain. Consequently, an accurate time-domain simulation
of such a system is only possible using convolution techniques. Although the convolution method is well understood,
the application of windowing for frequency-dependent interconnect analysis is less so. In this paper, we present the
practical considerations of window selection and its application to improve the accuracy of convolution simulators.
We introduce the Tukey window and study the tradeoff between how smoothly data can be set to zero to avoid
aliasing and suppress ripples and how much information tapering will discount at the edge of the window in order
to obtain meaningful results. The bandlimiting effects of the Tukey window and other well-known windows are
also compared. Finally, to verify the validity and accuracy of the proposed method, a wirebond PBGA package and
a PCB-connector system are analyzed using the scattering parameters obtained from simulation and measurement,
respectively.
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I. Introduction

With the rapid advance of silicon process technology,
it is now possible to design I/O circuits that operate
at multi-gigabit data rates. Consequently, current digi-
tal applications are quickly moving to the gigabit data
rate range in order to meet the high-bandwidth re-
quirements of today’s computing systems. For exam-
ple, Rambus’ Yellowstone signaling technology utilizes
bi-directional low-swing Differential Rambus Signal-
ing Level (DRSL) with a data transfer rate starting at
3.2 Gbps/pair and scalable to 6.4 Gbps/pair [1]. The
high operating frequencies of such systems place in-
creasing demands on the package and PCB intercon-
nects. Therefore, accurate analysis of the interconnect
systems over a wide frequency range is essential to
optimize the performance of the overall system.

The packaging and interconnect design, modeling
and simulation methodologies that are necessary to
achieve these high data rates with conventional low-
cost PCBs and packages are challenging [2]. In partic-

ular, the modeling and analysis of conductor and dielec-
tric losses, as well as the other higher-frequency effects
of connectors, plating stubs, line bends, crossovers,
vias, solderballs, and wirebonds are complicated and
require meticulous time- and frequency-domain simu-
lation techniques. For example, frequency-dependent
characteristics of interconnects such as skin effect and
dispersion are more accurately modeled in the fre-
quency domain. However, determining timing and volt-
age margins requires a time-domain simulation of the
interconnects with nonlinear drivers and terminations.
Conventional circuit simulation programs such as
SPICE use circuit theory parameters and closed-form
formulas or compact expressions to approximate the
behaviors of interconnects in the time domain.

In order to simulate using SPICE, an interconnect
typically is modeled by cascading a large number of
lumped components including resistors, inductors and
capacitors. For example, a signal net in a wirebond
PBGA package is decomposed into many small sub-
sections such as wirebonds, vias, solderballs, and
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Fig. 1. The measured (solid line) and approximated (dashed line) magnitude and phase of reflection and transfer coefficients of a 6-in.
coupled microstrips.

signal traces, each represented by passive circuit el-
ements whose parameters are calculated using 2D
electromagnetic field solvers. Although this approach
is computationally inexpensive, it becomes less accu-
rate at higher frequencies because it ignores the fringe
effects and assumes pure TEM modes even for 3D
transitions. In order to capture the interconnect’s
exact behavior over a wide frequency range, the num-
ber of circuit elements can significantly increase. For

(a) (b)

Fig. 2. The responses of a 6-in. coupled microstrip lines using measured data (dashed line) and approximated (solid line) using over 5500 circuit
elements. (a) The output waveforms, (b) Magnified output waveforms.

example to capture the frequency-domain characteris-
tics of 6-in. coupled microstrip lines on an FR4 PC
board, over 5500 circuit elements are needed to ac-
curately approximate the scattering parameters over
20 GHz as shown in Fig. 1. Even though the frequency-
domain behavior of the system is captured quite well
using higher-order networks, the time-domain re-
sponses oscillate and show ringing as shown in Fig. 2
due to the large number of circuit elements and nodes in
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the system. Consequently, this could create significant
error and divergence in calculating the response and
increase the simulation time by several orders of
magnitude.

Recent models of lossy and dispersive transmission
lines use more complex and sophisticated functional
approximations in the frequency domain. Although
these models often closely approximate the behavior
of the devices, they fail to capture the true behavior
under extreme cases [3]. Consequently, the time-
domain results can deviate significantly from the cor-
rect waveforms when fast signals are present. Most of
the compact models are noncausal. Therefore, simu-
lation results generate incorrect delay and phase. For
example, commercial circuit simulators that are based
on these approximations give inconsistent time-domain
responses when used to simulate identical networks of
a simple cascade of two or more non-ideal transmission
lines of fixed total length. Other commercial circuit and
system simulation tools indirectly handle components
defined by tabulated frequency-domain parameters us-
ing rational functions. This approximation is incorpo-
rated into the system after the sampled values are in-
terpolated using rational functions. This intermediate
approximation is essential due to the inherent limi-
tations of the adopted simulation technique [4]. The
robustness of this approach has yet to be verified for
general applications.

One approach to accurately simulate transmission
line systems is based on the convolution method [5–7].
This method requires numerical transforms of the
frequency-domain data to time domain. The impulse
responses of the transmission line system are used to
solve the nonlinear convolution equations governing
the line system and nonlinear driver and termination
networks. The application of low-pass filtering to band-
limit the frequency-domain data is often required in
order to avoid impulse responses of infinite duration,
Gibbs phenomena and aliasing errors that can accumu-
late and lead to convergence and numerical stability
problems. As shown in Fig. 3, this method allows the
use of frequency-domain parameters directly in sim-
ulation, thus minimizing the error introduced when
converting the scattering parameters to more familiar
network parameters to develop circuit representations.
Therefore, the method avoids trial and error and opti-
mization to extract model parameters.

This paper addresses the practical considerations of
window selection and its application to reduce these
undesired effects in convolution-based simulators. The
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Fig. 3. Convolution-based simulation methodology of interconnects.

Tukey window is introduced for the first time for such
applications. The major parameters that control the
compromise between how smoothly the data can be
set to zero to avoid aliasing and suppress ripples and
the amount of information tapering discount at the
edge of the window necessary to obtain meaningful
results is addressed. Finally, the use of Tukey win-
dow to accurately analyze PBGA packages and PCB
interconnect systems, in both time and frequency do-
mains, is demonstrated. The effects of plating stubs,
wirebonds, connectors, and other 3D structure are
studied.

II. Windowing

Transient analysis of interconnects characterized by
frequency-domain parameters, defined as functions of
frequency or obtained as sample data from measure-
ments or full-wave electromagnetic solvers can be
problematic. The most straightforward approach is to
calculate the impulse response of the network using
the IFFT and applying the discrete time solution to
solve the whole system for a given input waveform.
Such an approach requires the impulse response be
convolved with the entire computed input waveform
at every simulation time step. The IFFT used to trans-
form frequency-domain parameters into time-domain
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data requires special attention to avoid aliasing and
unwanted ringing that decreases the accuracy and
efficiency of the simulation results.

The frequency-domain parameters do not always
vanish at the high frequencies. For example, coupling
parameters tend to asymmetrically approach non-zero
constants as frequency increases. If these parameters
are simply truncated, discontinuities are introduced at
the boundaries, and the time-domain transforms of the
parameters show ringing. Consequently, the output
waveforms of a system characterized by such discon-
tinuous parameters show significant ripples. This is be-
cause truncating the parameters abruptly in frequency
domain is equivalent to using a rectangular window
that has unity gain in the frequency range and zero
outside. The transform of the rectangular window in
time domain is a sinc function, which has a primary
peak, and multiple secondary peaks that are slowly
decaying.

One option to reduce the time-domain ripple associ-
ated with taking the IFFT is to multiply the frequency-
domain data by a window that produces less ripple prior
to transformation. Windows or low-pass filters are ex-
tensively used in many applications to smooth, inter-
polate, and denoise sampled data. In order to remove
the effects of aliasing and undesired ringing of long
duration, windows that have shapes smoother than the
rectangular window can be used. An ideal window for
our application is one that attempts to smoothly set the
data to zero at the boundaries while not significantly
distorting the data inside the window. The bandlimited
spectrum is the product of the actual unbounded data
and the window. Therefore, the impulse response of the
interconnect is the convolution of the impulse response
of the original or actual data and the transform of the
window.

Some of the common window shapes often used
as low-pass filters, Hamming, Gaussian, Blackman,
Blackman-Harris, and Kaiser-Bessel, are shown in
Fig. 4. Some of the figures of merit of these windows
are also summarized in Table 1. The Kaiser-Bessel win-
dow has a parameter, window constant α, that modi-
fies the transition width and stopband attenuation. The
Blackman-Harris and Kaiser-Bessel windows show
good amplitude resolution corresponding to low side-
lobes in their transforms. This means that more of the
energy is in the main lobe and less is in the ripple. If
there is less energy in the ripple then the time-domain
response also has smaller ripples and therefore a bet-
ter function for windowing data. A detailed descrip-

Fig. 4. Common windows. (a) Shape of the windows, (b) Log mag-
nitude of transforms.

tion of the effects of various windows when used with
discrete Fourier transforms can be found in [8]. The
subsequent correction and extension are also found
in [9].

Table 1. Windows and figures of merit.

Window Peak Sidelobe Asymptotic Decay
Types (dB) (dB/octave)

Blackman −58 −18
Blackman-Harris −92 −6
Gaussian −55 −6
Hamming −31 −6
Hanning −43 −18
Kaiser-Bessel (α = 3.5π) −82 −6
Rectangular −13 −6
Tukey (α = 0.25) −14 −18
Tukey (α = 0.50) −15 −18
Tukey (α = 0.75) −19 −18
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As shown in Section IV, while applying these win-
dows smoothes the spectrum, avoids aliasing and
suppresses the ripples, it unfortunately causes the spec-
trum to be biased as the tapering modifies the parame-
ters at the edge of the window. Since frequency-domain
data can often be short, this severely limits the useful
frequency range. Ideally, we want a window whose
transform domain has as few ripples as possible while
still maintaining as rectangular a shape as possible.
However, choosing a good window involves trading
off frequency and amplitude resolutions. A low-pass
filter that provides a parameter to control this trade-off
between how fast and how smooth the data can be set
to zero is the Tukey window [8]. The Tukey window is
defined as

w(n) =


1 if 0 ≤ n ≤ α
N

2

0.5+0.5 cos

(
π

n −α N
2

2(1−α) N
2

)
if α

N

2
≤ n ≤ N

2

(1)

where 0 ≤ α ≤ 1, and n and N are the sample point
and the total number of samples, respectively. This
parameter modifies the transition width from passband
to stopband. The Tukey windows for values of α equal
to 0.25, 0.5, and 0.75 are shown in Fig. 5. The Tukey
window is a product of a cos lobe window of width
α N

2 and a rectangle window of width (1−α) N
2 . The

rectangular and Hanning windows show the largest
and smallest sidelobes of about −13 dB and −43 dB,
respectively. Therefore, rectangular and Hanning
windows have the largest and the smallest ripples, re-
spectively, in the time-domain waveforms compared
to the rest of the windows. The family of Tukey win-
dows exhibits a range of sidelobe levels between the
levels of the Hanning and rectangular windows. When
α goes to 1, the Tukey window becomes a flat-tapped
window that quickly falls to zero near the edge of the
interval resulting in the narrowest main lobes. There-
fore, it gives the best frequency resolution as a rect-
angular window but introduces a significant ripple in
the transform. When α goes to 0, the Tukey window
approaches the Hanning window and its transform has
lower sidelobes. There are two important properties of
Tukey window that are relevant to our application. First,
the Tukey window has a parameter to easily
control where the tapering for the frequency-domain
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Fig. 5. Rectangular, Hanning, and 25%, 50%, 75% cosine taper
(Tukey) windows. (a) Shape of the windows, (b) Log magnitude
of transforms.

parameter starts, allowing preservation of the
frequency-domain information. It evolves from a rect-
angular to a Hanning window as α decreases from 1
to 0. Secondly, the window function and its derivative
are continuous, thus the transform decays as (1/t3)

for large values of the transform variable, t . Thus the
sidelobes decay −18 dB/octave causing the ripples in
time-domain to die out quickly. The window can also
be used to extrapolate data beyond the frequency range
of the original data.

III. Scattering Parameter Formulation

Lumped circuit elements do not accurately represent
package interconnects at higher frequencies. The accu-
rate extraction of parameters of lossy transmission lines
is very complex and most sophisticated transmission
line models are not reliable over wide frequency ranges.
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However, a scattering matrix exists for every linear,
passive, and time-invariant network and is readily avail-
able from high-frequency measurements. They are suit-
able at high frequencies where traveling wave con-
cepts predominate over lumped element techniques.
The N-port scattering parameters of complex intercon-
nect structures can be obtained from frequency-domain
measurements with high accuracy by using one of the
commercially available network analyzers. They can
be accurately measured over a wider frequency range
using careful calibration techniques. Time-domain im-
pulse responses can also be obtained from reflection
and transmission measurements using a high-speed os-
cilloscope with TDR and TDT options. The frequency-
domain scattering matrix relates incident to reflected
waves as

B(ω) = S(ω)A(ω) (2)

where S(ω) is the scattering matrix describing the sys-
tem, and A(ω) and B(ω) are the forward and backward
traveling wave vectors, respectively, in the frequency
domain. The main diagonal entries of S(ω) are reflec-
tion coefficients and those along the off diagonal are
transmission coefficients. In order to be able to handle
the nonlinear devices, the time-domain formulation can
be obtained by applying IFFT on (2) resulting with the
convolution given as

b(t) = s(t)∗a(t) (3)

where s(t) is a time-domain scattering matrix describ-
ing the system, a(t) and b(t) are the forward and back-
ward time-domain traveling wave vectors, respectively,
and ∗ is used to denote convolution.

The package interconnect subsystem can be repre-
sented as an S-parameter block as shown in Fig. 6. Here,
Spkg is the scattering parameter matrix of the multiport
subsystem representing the package. The connection
scattering matrix, equation (4), of the network shown
in Fig. 6, relates the incident and reflected waves at all
network ports with the excitation of the network [10].

Fig. 6. An S-parameter block representation of a PBGA package
system.

Based on the network topology, the connection scatter-
ing matrix of the system in Fig. 6 is given as




S55 0 −1 0 0 0 0

0 S66 0 −1 0 0 0

−1 0 S11 S12 S13 S14 0 0

0 −1 S21 S22 S23 S24 0 0

0 0 S31 S32 S33 S34 0 −1

0 0 S41 S42 S43 S44 −1 0

0 0 0 0 0 −1 S77 0

0 0 0 0 −1 0 0 S88




×
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=
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0
0
0
0
0
0




(4)

The scattering parameters are denoted by Si j , and the
vector ai ’s are the incident waves at all ports and the
right-hand side vector is the vector of independent sig-
nal generators, E , in the system. For given excitations,
the impulse responses of the S-parameter blocks are
convolved to solve the whole system.

A more complex system, such as the memory in-
terconnect system shown in Fig. 7(a) can be repre-
sented as a cascade of S-parameter blocks as shown
in Fig. 7(b). In order to handle the nonlinear driver and
receiver networks, each S-parameter block is treated as
a multiterminal device in the MNA matrix of the global
circuit equation. The forward and the backward travel-
ing waves are expressed in terms of node voltages and
branch currents using

[
ai

bi

]
=




Vi + Zi Ii

2
√

Ri

Vi − Z∗
I Ii

2
√

Ri


 (5)

where Zi is the reference impedance, Ri = Re(Zi ),
and Vi and Ii are terminal voltages and currents, re-
spectively. The stamp of the MNA matrix for direct
integration of the scattering matrix corresponding to
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Fig. 7. A memory channel interconnect system. (a) A board-level interconnect system, (b) A cascade of S-parameter blocks.

the S-parameter block is
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(6)

where Zi and I are the n ×n reference impedance
and the identity submatrices, respectively. The real part
of the reference impedance is defined as, Ri =
|Re(Zi )|. The pairs (V1, V2) and (I1, I2) are terminal
voltages and currents, respectively. Then, the transient
analysis of the interconnect system is performed by
using IFFT to calculate the time-domain waveforms
of the entries in (6) and apply the discrete time solu-
tion to solve the whole system, including the nonlinear
devices, for given input waveforms.

IV. Simulation Results

To demonstrate the simulation methodology based on
S-parameter using the proposed windows and convo-
lution technique, the Tukey window is implemented in

Agilent Advanced Design System (ADS) simulation
tool using the ADS Application Engineering Language
(AEL) [11]. The ADS linear equation-based model is
used to incorporate the windowed scattering parame-
ters into the interconnect network. Then the ADS con-
volution engine is used to perform the time-domain
simulation.

First, the method is applied to analyze several ver-
sions of the wirebond package design shown in Figs. 8
and 9. As shown in Fig. 8, the top and bottom layers
of the design are wiring layers. There are two power
planes in the middle. The dielectric coefficient of
the material is εr = 3.9. There are four pairs of nets
with wirebonds and solder balls at the input and output
ports, respectively. The inner and outer pairs have short
and long plating stubs, respectively. The scattering
parameters of a 16-port network are obtained using
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Fig. 8. The cross section of the PBGA package.

(a) (b)

Fig. 9. The PBGA package nets. (a) Four pairs of nets with plating stubs, (b) Four pairs of nets without plating stubs.

a fullwave electromagnetic solver. The scattering pa-
rameters of the package without the plating stub are
obtained similarly. The transfer coefficients with and
without the plating stubs, S21, of the inner and outer
pairs are shown in Fig. 10. The transfer curves of the
nets with plating stubs show first resonance at 8.6 GHz
and 14.7 GHz, as shown in Figs. 10(a) and 10(b), re-
spectively. These first resonance frequencies correlate
well to the quarter wavelength of the length of the plat-
ing stubs given by,

fo = 1

4l

co√
εr

(7)

where co is the speed of light, εr is the relative per-
mittivity or dielectric constant of the substrate, and l is
the length of the plating stub. The 4.4 mm and 2.6 mm
long plating stubs show the first lowest and highest
resonance frequencies, respectively.

To perform convolution, the scattering parameters
are first bandlimited using Tukey windows. The mag-
nitude of the original and the band-limited scattering
parameters are shown in Fig. 11(a). Since the loss in
the package is small and the interconnects are short, the
transmission coefficients, S21, do not approach zero at
high frequencies. For a lossy system, however, band-
limiting may not be required, since S21 is naturally ban-
dlimited. On the other hand, the reflection and cou-
pling coefficients approach nonzero constants as the
frequency increases. Thus, bandlimiting of such co-
efficients is always essential to avoid aliasing when
performing the IFFT. The bandlimited scattering pa-
rameters closely approximate the original up to higher
and higher frequencies as the Tukey parameters ap-
proach 1 as shown in Fig. 11(a). However, as the fre-
quency range over which the original and bandlimited
S21 match increases, the time-domain waveform, s21(t)



Accurate Transient Analysis 115

 without plating stubs 

 with plating stubs

(a)

 without plating stubs 

 with plating stubs

(b)

Fig. 10. The magnitude of the transfer coefficients, S21, of the true (dark lines) and the complement (gray lines) nets for the PBGA package.
(a) PBGA outer pairs. Nets with 4.5 mm long stubs (solid lines), (b) PBGA inner pairs. Nets with 2.6 mm long stubs (solid lines).

� = 0.25
� = 0.50
� = 0.75

(a)

 � = 0.75
 � = 0.50
 � = 0.25

(b)

Fig. 11. The bandlimited signals for α = 0.25, (dark line), α = 0.50, (gray line), α = 0.75, (light gray line), tapered Tukey windows.
(a) Frequency-domain transfer coefficients, S21(ω), (b) Time-domain responses, s21(t).

shows more ripples as shown in Fig. 11(b). The choice
of the window parameter, α, depends on the rise time of
the signal. Therefore, in order to accurately determine
the voltage and timing margins, the proper selection
and application of a window and window constants are
critical.

In Fig. 12, a Tukey filter with window constant
α = 0.5 is applied to calculate the voltage and tim-
ing budgets for the PBGA with and without the plat-
ing stubs. The PBGA package with plating stub shows
larger reflections, about 23 mV more, on the transmit-
ted waveforms at the wirebonds, as shown in Fig. 12(a).
The received waveforms at the solder balls of the
package with plating stubs show smaller amplitude

and a longer delay, about 10 ps more, as shown in
Fig. 12(b).

The second example is the system of a PCB board
and connector interconnect system, shown in Fig. 13,
through which the PBGA package communicates with
another package. The four-port scattering parameters
of the PCB and connector system are measured in the
frequency range of 50 MHz–20 GHz using an Agilent
8722ES vector network analyzer (VNA) [12]. The in-
put reflection coefficient, S11, of each net approaches
unity as the frequency increases. The measured and
bandlimited reflection coefficient of one of the nets is
shown in Fig. 14. Several well-known windows con-
siderably modify the measured data after 3.5 GHz.
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(a) (b)

Fig. 12. The responses of the PBGA package with (gray line) and without (dark line) plating stubs. (a) Waveforms at the input, (b) Waveforms
at the output.

Fig. 13. The PCB and connector prototype.

Fig. 14. The bandlimiting effects of some of the classic windows on
S11(ω). The windows are: 1: Rectangular; 2: Hamming; 3: Hanning;
4: Gaussian; 5: Kaiser-Bessel; 6: Blackman; 7: Blackman-Harris;
8: Tukey (α = 0.25); 9: Tukey (α = 0.50); 10: Tukey (α = 0.75).

This severally limits the useful frequency range of the
modified scattering parameters. However, the Tukey
windows considerably extend the useful frequency
range and consequently lessen the requirement to mea-
sure the parameters over a much wider frequency range.

For the complete time-domain simulation, the mea-
sured scattering parameters are band-limited using a
Tukey window with window constant, α = 0.25. The
transmission coefficient, S21 is naturally bandlimited.
Thus, the difference between the measured and approx-
imated values of S21 over the frequency range is small,
as shown in Figs. 15(a) and 15(b). Using the bandlim-
ited scattering parameters, a simulation of the PCB
and connector system is performed using the 3.2 Gb/s,
32-bit input waveform, shown in Fig. 16(a), obtained
from a measurement using a data generator [13]. The
transmitted waveforms of the PCB and connector sys-
tem are shown in Fig. 16(b). The system shows suffi-
cient voltage and timing margins for reliable operation
at 3.2 Gb/s. The simulated and measured output eye di-
agrams are shown in Fig. 17(a) and 17(b), respectively.
The correlation between the measured and simulated
waveforms is excellent.

Finally, to compare the efficiencies of the
convolution-based and circuit-based methods, the three
test cases listed in Table 2 are considered. The three test
cases have different degrees of complexity in terms
of geometry, delay, loss, reflection, and coupling. The
first test case is a package via structure. This 3D struc-
ture has a small loss, delay, and reflection. First, the
two-port scattering parameters of the structure are ob-
tained from full-wave electromagnetic solver. Next, the
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Fig. 15. Measured (dark dashed line) and bandlimited (gray solid line) scattering parameters of the PCB and connector system. (a) Magnitude
of transfer coefficient, |S21|, (b) Magnitude of far-end coupling coefficient, |S41|.

Fig. 16. The time-domain measured (dark dashed line) and simulated (gray solid line) responses of the PCB and connector system. (a) A 32-bit
input waveform obtained from measurement, (b) Measured and simulated output waveforms.

Fig. 17. Measured and simulated eye diagrams of the PCB and connector system using the measured 32-bit pattern of Fig. 16(a). (a) Simulated
output response, (b) Measured output response.
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Table 2. Comparisons of the circuit-based and convolution-based simulation methods.

# Circuit Circuit-based Convolution
Test Cases Delay Reflection Loss Coupling Elements CPU Time CPU Time

A package via Very small Some Small None 136 10 sec. 1.6 sec.
Coupled microstrips Large (1 ns) Small Small Large 1500 287 min. 2.1 sec.
A memory channel Large (2 ns) Large Large Large 1400 184 min. 5.0 sec.

S parameters are approximated by a network of 136 cir-
cuit elements to include the structure in a conventional
circuit-based simulator.

The second test case is a coupled microstrip sys-
tem. These 6-in. long uniform microstrips are mainly
2D structures with significant delay, but low loss and
reflection. First, the four-port scattering parameters of
this system are obtained from VNA measurements.
Next, the S parameters are approximated using a net-
work with over 1500 circuit elements.

The third test case is a memory channel. This chan-
nel has significant loss, delay, reflection, and coupling.
First, the four-port scattering parameters are calculated
from frequency-domain simulation. Next, the S param-
eters are approximated by a network consisting of over
1400 circuit elements.

The simulations are performed by terminating the
test cases at the source and load with resistors and ap-
plying voltage sources with 3.2 Gbps bit pattern. The
simulations of all test cases are carried out up to 100 ns.
They are included in convolution- and circuit-based
simulators as S parameter blocks and networks, re-
spectively. The simulation times for the test cases using
the conventional circuit-based and convolution-based
methods are shown in Table 2. Even though the simula-
tion CPU time for the circuit-based approach does not
include the time for extracting the circuit parameters
from the frequency-domain scattering parameters, the
convolution-based method is faster by order of magni-
tude than the circuit-based method.

Against conventional belief, the convolution-based
method is faster for simulating interconnect systems.
In the circuit-based approach, the system (MNA) ma-
trices that need to be solved at each time point are large
due to the large number of circuit elements needed to
accurately approximate the frequency-domain parame-
ters. Often these approximating networks include small
inductors and capacitors that decrease the convergence
rates and consequently the efficiency of the simulation
algorithms.

V. Conclusions

In this paper, we have presented a methodology to
perform accurate transient analysis of package inter-
connect systems using convolution. The windowing
technique is introduced to improve the accuracy of
the convolution method by reducing undesired effects
associated with the transformation of the frequency-
domain parameters. The bandlimiting improves the
accuracy of the results by generating finite-duration
impulse responses, and dampening the unwanted ring-
ing, as well as avoiding aliasing errors. The effects of
the bandlimiting filters is studied in detail. Some of the
classic windows are also compared.

Using the frequency-domain parameters directly in
simulation minimizes the error introduced when con-
verting the scattering parameters to more familiar net-
work parameters to develop circuit representations.
Thus, the method avoids trial and error and optimiza-
tion to extract model parameters. Through the use of the
proposed method, it is possible to very accurately cal-
culate the timing and voltage margins of a memory sys-
tem. This enables the study of the frequency-dependent
behavior of the interconnects and the effects of the plat-
ing stubs, wirebonds, vias, and solderballs at high fre-
quencies on the overall performance of the package.
The examples show that such an accurate analysis is
critical as the data rates increase to several gigabits
per second and the signal voltage swings lower to a
few hundred millivolts. An excellent correlation is ob-
tained between the measurement and simulated results
of a PCB and connector system.
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