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Abstract— This paper presents a novel compact passive model- performance of high-speed circuits in terms of slew ratasph
ing technique for high-performance RF passive and interconect margin and bandwidth [2]. Reduction of design complexity

circuits modeled as high-order RLCM circuits. The new methal  oghacig|ly for those extracted high-order RLCM network is
is based on a recently proposed generat-domain hierarchical . tant f fficient VLS| desi ificati

modeling and analysis method and VPEC (vector potential important ior € 'C'?n gSIgn ver _'Ca 1on.

equivalent circuit) model for self and mutual inductance. The- Compact modeling of passive RLC interconnect networks

oretically, we show that the s-domain hierarchical reducton has been an research intensive area in the past decade due to
is equivalent to implicit moment matching around s = 0, increasing signal integrity effects and interconnect-ohamnt
and that the existing hierarchical reduction method by one- delay in current system on a chip (SoC) design [22]. Ex-

point expansion is numerically stable for general tree-stuctured . ti h be classified into tw t . Th
circuits. We also show that the hierarchical reduction pregrves ISing approaches can be classiied Into two categories. €

reciprocity of the passive circuit matrices. Practically,we propose first category is based on subspace projection [11], [12],
a hierarchical multi-point reduction scheme to obtain accuate [20], [26], [28], [37]. Projection-based method was pioreze
order reduce.d.admittance matriges of ge.nerallpassive cirdts. by Asymptotic Waveform Evaluation (AWE) algorithm [28]
A novel explicit waveform matching algorithm is proposed fa where explicit moment matching was used to compute dom-
searching dominant poles and residues from different expagion . .

points based on the unique hierarchical reduction framewok. Inant pOIeS at low f_requency. Pade Y'a Lanczos (PVL) [_11]’
To enforce passivity, state-space based optimization is pjied to Arnoldi Transformation method [37] improved the numerical
the model order reduced admittance matrix. Then we propose stability of AWE, congruence transformation method [20an
a general multi-port network realization method to realize the PRIMA [26] can further produce passive models. However,
passivity-enforced reduced admittance based on relaxed en reduced circuit matrices by PRIMA are larger than direct

port network synthesis technique using Foster’s canonicalorm. | hi havi les th 1 d
The resulting modeling algorithm can generate the multipleport P°1€ marching (having more poles than necessary) [1] an

passive SPICE-compatible model for any linear passive newvk PRIMA does not preserve certain important circuit projsrti

with easily controlled model accuracy and complexity. like reciprocity [12]. The latest development by structiire
Experimental results on an RF spiral inductor and a number  projection can preserve reciprocity [12], but it does netize

of high-speed transmission line circuits are presented. lcompar- the reduced circuit matrices. An efficient first few order

ison with other approaches, the proposed reduction is as aocate . . .
as PRIMA in high frequency-domain due to the enhanced multi- moments matching based realization for interconnect RLC

point expansion, but leads to smaller realized circuit modks. In ~ Circuit is proposed in [19]. In general, no systematic appho
addition, under the same reduction ratio, realized models § the has been proposed for realizing order-reduced circuitiometr
new .method have less error cqmpared Wlth re.duc.ed circuits by  Another quite different approach to circuit complexity re-
the time-constant based reduction techniques in time domai duction is by means of local node elimination and realiza-
Index Terms— Circuit Simulation, Model Order Reduction, tion [3], [10], [31], [34], [35]. The major advantage of thes
Determinant Decision Diagrams, Realization, Behavioral Md-  methods over projection-based methods is that the reductio
eling can be done in a local manner and no overall solution of the
entire circuit is required and reduced models can be easily
o _realized using RLCM elements. This idea was first explored
As VLSI technology advances with increased operating, selective node elimination for RC circuits [10], [34], ere
frequency and decreased feature size, parasitics from @fye-constant analysis is used to select nodes for elinoinat
chip interconnects and off-chip packaging will de-tune thQode reduction for magnetic coupling interconnect (RLCM)
Some preliminary results of this paper appeareBroc. Asia South Pacific CI!‘CUItS has recently bgcome an actlve_regearch arga. Gener
Design Automation Conference (ASPDAC'05) [30], [45] alizedY-A transformation [31], RLCK circuit crunching [3],
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Hao Yu and Lei He are with Department of Electrical Engineeradmittance matrix. Since mutual inductance is coupled via

ing, University of California, Los Angeles, CA 90095 USA t®il: pranch currents, to perform nodal reduction, an equivalent
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reported. Meanwhile, RLCK circuit crunching and brancmulti-point expansion scheme and a novel explicit waveform
merging methods are first-order approximation based on tmatching algorithm for searching dominant poles and residu
nodal time-constant analysis. The drawbacks for thiséirder from different expansion points. Section VI briefly reviews
approximation are: (1) error is controlled in a local manaed the VPEC model and comparison with nodal-susceptance
will be accumulated, hence it is difficult to control the gébb based inductance models. Section VII present the stateespa
error due to reduction; (2) not too many nodes can be redudeabed convex programming for enforcing the passivity of the
if the elimination condition is not satisfied. order reduced admittance circuit matrices. In section,\iii

Another way to model and characterize complex intercomll describe the generakb-port network realization method.
nect structures in high frequency (in RF or even microwaexperimental results on an on-chip spiral inductor, higbex
ranges) is by means of rational approximation based on tREEC modeled bus circuits and comparison with existing re-
direct measurements or rigorous full-wave electromagnetiuction approaches will be presented in Section I1X. Section
simulation [1], [7], [9], [13], [14], [24], [33]. Many of thee concludes the paper.
methods have been used in the RF and microwave circuits
modeling as they are very flexible to be applied to different ||
interconnect structures and wideband modeling.

In this paper, we focus on realizable modeling of RLCM
circuits. We propose a new passive reduction and realizatio Assume that modified nodal analysis (MNA) is used for
framework for general passive high-order RLCM circuitsrOueircuit matrix formulation. With this, the system-equatiset
method starts with large RLCM circuits which are extracted/ X = b, can be rewritten in the following form (Schur's
by existing geometry extraction tools like FastCap [25] arfdecomposition):

REVIEW OF HIERARCHICAL CIRCUIT REDUCTION
ALGORITHM

FastHenry [17] under some relaxation conditions of the-full MIT B 0 2l pl
wave Maxwell equations (like electro-quasi-static for tEap MBI \fBB )[BR B | = | pB (1)
or magneto-quasi-static for FastHenry) instead of mealsore 0 MEB ) [RR R bR '

simulated data. It is our ultimate goal that we can obtain the
compact models directly from complex interconnect geoynetThe matrix, M?Z, is the internal matrix associated with
without measurement or full-wave simulations. The new moéhternal variable vector?.
eling method is based on the general s-domain hierarchicaHierarchical reduction is to eliminate all the variables:fn
model reduction algorithm [39], [41] and an improved VPEGnd transform (1) into the following reduced set of equation
(vector potentlal equwa_lent circuit) [44] _model fo_r_ selfich _ A[BBe BR B e
mutual inductance, which can be easily sparsified and is { RE RR } [ R ] = { R ] , )
hierarchical reduction friendly. M M x b

On the theoretical side, we show that the s-domain hierg{nare ps85+ — 285 _ MBL(MT) ' MTB and bP = bP —

chical reduction is equivalent to implicit moment matChin%Bl(MII)—lbl. Suppose that the number of internal variables

arounds = 0, and that the existing hierarchical reductiory ; and the number of boundary variablesris Then each
method by one-point expansion [39], [41] is numericallp®a 1 atrix element inAMBB* and bB* can be written in the
for general tree-structured circuits. We also show thapttoe following expanded forms:

posed hierarchical reduction preserves reciprocity okipas

circuit matrices. Practically, we propose a hierarchicaltm oBB* _ BB _ 1 i GBI AL ,IB @)

point reduction scheme to obtain accurate order reduced ad- " W det(MIT) | 4= Tk R TR

mittance matrices of general passive circuits. A novelieipl

waveform matching algorithm is proposed for searching donfhere«, v = 1,...,m. We call 35y Dby ke Gk /det(MTT) @

nant poles and residues from different expansion pointecha$OMPosite admittancdue to MNA formulation, and

on the unique hierarchical reduction framework. To enforce 1

.. _ . .. bf*z 5_ Z aBI AI.I ,bI , (4)

passivity, state-space based convex programming optimiza det(MTT) | o= ki Sha ki ks

technique [7] is applied to the model order reduced admit- v

tance matrix. To realize the passivity-enforced admittamee whereuw = 1,...,m and A, , is the first-ordercofactor of

propose a general, reciprocity-preserving, passivigserving, det(M) with respect tau,, ;.

multi-port network realization method based on relaxed-one Hierarchical node reduction algorithm computes the new

port network synthesis technique using Foster’s canofocal  admittancea?2* and new right-hand side elemebf* in

in an error-free manner. The resulting modeling algorittam ¢ terms of order-limited rational functions efhierarchically.

take in general RLCM SPICE netlists and generate out SPICEOne critical issue during the hierarchical reduction is-can

netlists of passive multiple-port models for any lineargpaes cellation. Two type of cancellations have been observeit [39

network with easily controlled model accuracy and compjexi symbolic term cancellatigrwhere two product terms consist-
The rest of this paper is organized as follows. Section g of composite admittances cancel osymbolic common-

reviews the hierarchical reduction algorithm. SectiorsHbws factor cancellation, where the numerator and the denominator

some theoretical results regarding the hierarchical réoluc of the resulting product term consist of composite admaitsn

Section IV proves that the hierarchical reduction can préave a common symbolic factor, which happens when there

serve the reciprocity. Section V presents a new hierarthieae at least two first-order cofactors exist in a product tekm

m
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general s-domain reduction algorithm based on MNA (modiuring the hierarchical reduction process (under assampti
fied nodal analysis) was proposed in [39], [41] where grapthat no numerical error is introduced). With truncatiorl, al
based de-cancellation is carried out numerically in freqye the coefficientsay, ...,a, and by, ...,b, are still exactly the
domain (s-domain). The hierarchical reduction algorit/3®][ same as that im;(s). If we compute the moments of (s) =
[41]. mo+mys+..., the firstg moments can be uniquely determined
by the2q coefficientsay, ..., ay andb, ..., by:
I11. HIERARCHICAL REDUCTION VERSUSMOMENT

) L b
MATCHING ap — Zlﬁ-l:i,kgi,lgi,k?ﬁo K11 (8)

In this section, we first discuss how the s-domain hierarchi- o b . ) )
cal reduction is related to the implicit moment matchingefh If bo is not zerob is tS|mpIy by, otherwiseb will be the first
we discuss the numerical stability and reciprocity-preisgy Non-zero coefficient” and the firsty moments become the

property of the hierarchical reduction process. coefficients ofs~*(¢ > 0) to that of s™**¢. So the theorem
is proved. Hence the transfer functidiy, (s) will also match

. . the exact one up to the firgtmoments.
A. Moment Matching Connection b . g .
] i i ) ) For a general multi-input and multi-output system, each
Consider a linear system with state variables in vectar, element in the reducedh x m admittance matrix/’(s)

m; =

the system is given by becomes a rational function [41]:
sx = Ax + b, (5) BBs _ det(MI1,....,m,ull,...,m,v]) ©)
uw = det(MIT) ’

where A is ann x n system matrixp is the input vector to the
circuit. Then we can obtaim = (Is — A)~'b. Let's consider where, M[1,...,m,u|1,...,m,v] is a matrix that consists of
single-input single-output systems where we have only ongatrix A/77. Itis M([1,...,m|1, ..., m], plus rowu and column
input b; and we are interested in state response at riotle v of matrix M. Then we have the following results:
this case we have Corollary 1: Each rational admittance functiaft, ., *(s) in
Ajj the reducedn xm matrix, M’ (s), by the hierarchical reduction
zi(s) = Hij(s)b; = det(Is— A) 7’ ©6) process, will match the firsi moments of the exact rational

. , . function a2 5+ ded by Tayl ies at= 0.
whereA,;; is the first-order cofactor of matrixf = (Is— A) unctiona;,.,"(s) expanded by Taylor series a

with respect to the element at the reand columry. H;;(s) is _ N _ _ _
the transfer function. So the exact solution of any stat@tte B. Numerical Stability of the Hierarchical Reduction

or its transfer function ins-domain can be represented by a The hierarchical reduction process is essentially eceintal
rational function ofs. to implicit moment matching ak = 0. As a result, the
Hierarchical reduction basically is to reduce thex n frequency response far away frosmm= 0 will become less
matrix M into a very smallerm x m matrix M’ based accurate due to the truncation of high order terms. Another
on block Gaussian elimination such that can be trivially source of numerical error comes from the numerical de-
solved symbolically by using Eq. (6). During this reductiogancellation process where polynomial division are resggir
process, all the rational functions involved are truncaied for removing the common-factors (cancellation) in the new
to a fixed maximum order and the final solution will be generated rational function, which will in turn introducesor
rational function with the same order for its numerator ang@om numerical term cancellation (the sum of two symbolic
its denominator. We then have the following theoreticalites terms should have been zero, but is not zero due to numerical
for the computed state variablg(s) from the hierarchical error). Such numerical noise will cause the higher ordenser
reduction process in s-domain. less accurate even we try to keep them. In Fig. 1, we show
Theorem 1:The state variablerj(s) computed by thes-  that the responses from the 3-way, 2-level partitiopetf41
domain hierarchical reduction with as the maximum order cjrcuit [42] under different maximum reduction orders of
for all the rational functions will match the firsgtmoments of ational functions. As we can see that increasing the ration
the exact solutior;(s) expanded by Taylor series at=0.  function order does not increase the accuracy of the respons
Proof: As we know that the exact solution of(s) is a rational after the order reaches 8. This is the typical numericailtab
function as shown in Eq.(6). Due to the truncation, the sofut proplem with the moment matching method [28]. However,
computed by the hierarchical reduction process will be @ivenlike explicit moment matching methods, the hierarchical

by L - q reduction is numerical stable for tree-structured cicuitVe
z)(s) = GoTMET TS Ly g (7) then show the following results:
bo + b1s+ ... + bysd Theorem 2:For tree-structured circuits, the hierarchical

It is proved in [40] that a cancellation-free rational expre reduction process can be performed such that there is no
sion from the hierarchical reduction process are the exawimmon-factor cancellation in the generated rational func

expressions obtained from the flat circuit matrix. If we ddions.

not perform any truncation, them)(s) will be the exact Proof: For tree structured circuits, we can always partition

solution, x;(s), which is obtained from the flat circuit matrixthe circuit in such a way that each subcircuit only has one
by Eq.(6) when all cancellations are removed numericallyode shared with its parent circuit. As a result, there iy onl
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Frequency responses of ua741 circuit under different reduction orders

60 - : : : ‘ : of transfer function method (DTT) [16] where only polynomia
addition is required to compute the truncated transfertfans

for tree-structured RLC circuits only. The DTT reduction

1 process can be viewed as a special case of our method. But
| for general non-tree structured circuits, polynomial sion

is required in node elimination based reduction methods due
to common-factor cancellation, and polynomial divisioredu

to truncation will not be numerically stable for very high
frequency range far away from DC as shown before.

To mitigate this problem, we propose using multi-point
expansion for obtaining accurate rational functions ouoed!
admittance matrices for modeling a general multi-input and
multi-output linear system as will be shown in Section V.
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10° 10° 10° 10° 10° 10° 10° 10 10° IV. PRESERVATION OFRECIPROCITY

Frequency A reciprocal network is one in which the power losses
are the same between any two ports regardless of direction
of propagation [43]. Mathematically, this is equivalentthe
requirement that the circuit admittance matrix is symnaetri
one composite admittance’], all , oI5 jaccon’’) in Eq.(3) _(or scattering parameter 821_28_12, 81_32831, etc). A network
generated in its parent circuit for each subcircuit. Acangd is known to be reciprocal if it is passive and contains only
to common-factor cancellation condition [39], at least rfouiSOtropic materials. Reciprocity is an important networkp
composite elements from the same subcircuit reduction &@y. For the hierarchical reduction, we have the following
required for the existence of common-factor cancellatido. results:

no common-factor cancellation will occur under such parti- Theorem 3:The hierarchical reduction method preserves
tioning. The theorem is proved. the reciprocity of a passive circuit matrix.

The significance of Theorem 2 is that the hierarchical r&roof: The proof can be found by using Eq.(9) again. We
duction process becomes numerical stable for almost amnrflrst Study a circuit with circuit matrixA/. The circuit has
order for tree circuits. The only cancellation left is themte One subcircuit with circuit matrix/’’. Assume that original
cancellation, where the sum of two symbolic terms is zer6ircuit matrix is symmetric (its subcircuit is also symnietr
which will not introduce any noticeable numerical errorfiet i-€. bothAZ and M*/ are symmetric) due to reciprocity.
reduction process. F|g 2 shows the Vo|tage gain respoeab (r After rEdUCtion, the reduced circuit matrix becomesan
part) of a RC tree with about 100 nodes (also 100 capacitors)matrix where each matrix element at rawand columnv
under different reduction orders. As can be seen, the redu@®pears in Eq.(9). Then we look at the element at voand
voltage gain will match the exact one well when the kegolumnu, which is

orders reach about 60. BB _ det(M]1,...,m,v|[1,...,m,ul)

v det(M1T) ’

Notice that matrixM is symmetric, so the row in Eg.(9)
and columnu in Eq.(10) are same. This is true for column

Fig. 1. Responses gfA741 circuit under different reduction orders.

(10)

Frequency responses of a RC tree circuit under different reduction orders
T T

0.12 T T T T T T T

01 1 in Eq.(9) and rowv in Eq.(10). As a result we have
e der ML, .. om,v[l, . omou] = ML, . omyull,.om, o) (11)
0.08 =+ 20th order 1
= = 40th order det(M[1,...,m,v|1, ..., m,u]) = det(M[1, ...,m,u|1,...,m,v]T) (12)
1 60th order

Hence,al5* = aJ5* and reciprocity is preserved in the
reduced circuit matrix when a subcircuit is reduced. In the
hierarchical reduction, we reduce one subcircuit at a tinek a
the reduced circuit matrix is still symmetric after redoati So
the reduced circuit matrix after all the subcircuits areust

e et et is still symmetric. This theorem is proved.

Real part of voltage gain

V. MULTI-POINT EXPANSION HIERARCHICAL REDUCTION

’ The multi-point expansion scheme by real or complex
frequency shift has been exploited before in projectioretlas
Fig. 2. Responses of a RC tree circuit under different réduatrders. reduction approaches for improving the modeling accur@gy [
[15]. The basic idea for such a strategy is that dominantgole
The fact that no common-factor de-cancellation (polyndmialose to an expansion point is more accurately captured than
division) is required was also exploited in the direct tratien  the poles that are far away from the expansion point in the

Frequency x10
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moment matching based approximation framework. Therefoe Explicit Waveform Matching Algorithm

instead of expanding at only one point, we can expand atone critical issue in multi-point expansion is to determine
multiple points along real or complex axis to accurately; each expansion point which poles are accurate and should
capture all the dominant points in the given frequency ranggs included in the final rational function. In the complex
In this paper, we extend this concept to the hierarchiCﬁiéquenCy hopping method [8], a binary search strategy was
reduction algorithm. Specifically, at each expansion pditeé | ;sed where poles (common poles) seen by two expansion
driving point function or each rational admittance funatio points and poles with distance to the expansion points short
a reduced admittance matrix can be written into the partiglan the common poles are selected. Suchommon-pole
fraction form . matchingalgorithm, however, is very sensitive to the numerical
f(s) = Z ki/ (s — pi). (13) distance criteria for judging_ if two poles are actually a sam
p pole. For accurately detecting common poles, small digtanc
) , i ) . is desirable, but it will lead to more expansion points; and
By intelligently selecting poles and their corresponddees o e worse is that the same pole may be treated as different
from different expansions and combining them into one Fati%oles seen by two different expansion points. Also this meth
nal function, we can obtain a more accurate rational functiqnay fail to detect some dominant poles as the circle for

for very high frequency range. In this paper, we proposgaiching accurate poles might be too small as shown in our
an explicit waveform matching scheme based on h'eramh'%@éperimental results

reduction framework to find dominant poles and their ressdue |\ s paper, we propose a new reliable pole searching

for both SISO (single-input single output) and MIMO (multi-yyrithm, which is based on explicit frequency waveform

input multi-output) systems. It is shown experimentallyp® 1, 5¢ching. The new algorithm is based on the observatiorathat
superior to the existing pole searching algorithm. complex polep; and its residué; in the partial fraction form,
ki/(s — pi), has the largest impact at frequentywhen the

A. Multi-Point Expansion In Hierarchical Reduction imaginary part of the pole equatsr f;. Fig. 3 shows a typical

T dthe circuit at bitrarv location in th esponse of;/(s—p;), wherek; = 2.78 x 10*2+2.34 x 10105
0 €xpand the circuit at an aritrary location INthe COmMpIex, ), — 4 93 x 108 + 2.58 x 10105. The peaks of both real
s-plane, saysy = air + wgj, We can simply substitute in

(absolute value) and magnitude are arodrid x 10°, which
Eq.(6) bys + sy Then Eq.(6) becomes is equal t02.58 x 10'°/(2). The reason for this is that both

Aij(s + Sk)

i(s) = H;i(s)b; = b;. 14

zils) 5(3)bs det(I(s + s) — A) 7 (14) ’ ”
As shown in [8], poles that dominate the transient response | ] "l
in interconnect circuits are near the imaginary axis witigéa 7ol

residues. Hence we expand along the imaginary axis for RF

passive and interconnect circuits. Since only capacitos a

inductors are associated with the complex frequency vigriab

s, expansion at a real poiat or a complex pointv;j point is

essentially equivalent to analyzing a new circuit whereheac

capacitorC' has a new resistor (with real valugC' or complex ~a000}

value w;Cy) connected in parallel with it and each inductor

L has a new resistor (with real valug L or complex value 0ol ]

w; Lj) connected in series with it [29]. aof
In this paper, we show that the multi-point expansion can be

done very efficiently in the hierarchical reduction framekvo e a6 o

The rational functions are constructed in a bottom up fashio

in a Y-parameter determinant decision diagrams (YDDDS) ifig. 3. Responses of a typical /(s — p:).

the hierarchical reduction algorithm [39]. When a capacito

C or an inductorL (its YDDD node) is visited, we build a real and imaginary parts @f /(s—p;) reach a peak when their

simple polynomiab+ C's or 0+ Ls to multiply or add it with denominator(pr)? + (w — pi)? reaches a minimum at = pi,

existing polynomials seen at that DDD node. In the presenaeres = wj andp; = pr + pij. Complex pole with negative

of a non-zero expansion point; or w;j, we can simply build imaginary part typically will not have significant impact on

a new polynomiak;C' + C's or w;Cj + C's for the capacitor the upper half complex plane.

ando; L + Ls or w;Lj + Ls for the inductor respectively. So The idea offrequency waveform matchirig to explicitly

we do not need to rebuild the circuit matrix or the YDDDmatch the approximate frequency waveform with that of exact

graphs used for reduction at= 0. Instead we only need to ones. Specifically, at an expansion poifit, we perform the

rebuild the rational functions by visiting every YDDD nodehierarchical reduction and then determine an accurate max-

once, which has the time complexity linear with the YDDDmum frequency rangéf;, f;+1] such that the error between

graph size, a typical time complexity for DDD graph baserksponses (magnitude) of the reduced rational functiorifeatd

methods [36]. of the exact one are bounded by a pre-specified error bound.

—2000

-3000
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@
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The error is computed as follows: R, 009Q) R, (17€Q) sL,(1.48nH)
[dB20(V,) — dB20(V,)| ‘ )i
= 15 . C,, (221 =
[dB20(V,)| (15) I,14) ls w(QLLIF) LSCL,(IO F)
= / ==
where dB20(xz) = 20 x log1o(]z|) and |z| is the magnitude sCp(1LLfF) M,Z(I.ISnH)

of a complex number. V, is the exact response ang is

the approximate response. [HB20(V.)| = 0, then we use R,,(100Q) \R,

|dB20(V,)| as the denominator in Eq.(15 if it is not zero. If I

dB20(V,)| = 0, we haveerr = 0. = <

| The(n fi)+|1 will be the next expansion point. All the poles Lscwz(Zz.ljF) LSCLZ(IO}(F)

whose imaginary part fall within the rang@r f;, 2 f; 1] will Fig. 4. An example of coupled 2-bit RLCM circuit under PEECdab

be selected because their contribution in this frequencgea

is the largest. The new algorithm does not have the duplicate

pole issue as accurate poles can only be located at one plaggrent vector of inductorsd; is the adjacency matrix for all

The accuracy of the found poles is assured by the expligiductors, and4; is the adjacency matrix for all port current

waveform matching. Experimental results show that it tendgurces.

to use less expansion points than the common-pole matching he circuit-reductionmeans applying the Gaussian elimina-

method, and less CPU time. tion for state variables like node voltagg and branch current
1;. If we first reduce the branch current vectprwe actually

C. Multi-Point Expansion for MIMO System Reduction result in the state equation only with nodal voltage vagabl

For a multi-input multi-output system, by using the mod-
ified nodal analysis, the reduced circuit mati{’(s) =

[Yij(8)lmxm Will become anm x m admittance matrix. Thjs js exactly the nodal analysis formulation, whére- L~
Each admittancey;; is a complex rational function with js the susceptance [5], and = 14 SAT is the admit-
real or complex (if expansion points are on imaginary axigince form for the mutual inductance under NA. The circuit-

coefficients. In this case, we explicitly watch for the errofaqyction by further eliminating the nodal voltage-vatéab,
between each approximate rational admittance and the €X8Gxactly theY’ — A transformation in [31].

value of the admittance at each frequency. The exact value

of each admittance can be computed by visiting the DD% Induct Models by Nodal-S ;

graph representing the admittance. Since there is a lot TTEeur?ozg(l:esusgeethcye ir? (?E;) l;?:?ﬁgllangreeate ath at
sharing among those a_dmittances, the 9°St of evalua_lting Ieul-frequency rangg. We illustrate this w?{h a 2-bﬁ)inmme

the admittances are similar to evaluating one admittangssct examplé shown in Fig. 4. The nodal voltage equation of
considering that every DDD node just needs to be visited ongésceptance at four nodes (A,B,C,D) becomes

17Q) \ sL,(1.48nH)
(YY)

[G + sC + %AzSA}F 1[vn] = [Asin(s)]. (18)

at each frequency point [42]. Suy Suyo Say Sayo
S
VI. INDUCTANCE MODELS INHIERARCHICAL REDUCTION - %VA + %VB - %VC + %VD =-I
In this section, we discuss the VPEC (vector potential Sy, Sz Sy Swg
equivalent circuit) used in our reduction method. We corapar 6 S Sem. . S

the VPEC model with another inductance based nodal sus- T Vat Ve - —FVe+ —FVo=—h 19

ceptance concept. We will show that the inductance model bis shown in Fig. 5, it is mathematically equivalent to
nodal-susceptance is not physically equivalent to indw®a stamping six susceptance elements into the admittance ma-

as unwantedic paths are created at low frequency. trix [31] whens # 0. However, the susceptance elemspt s
approaches infinite (thus 0 impedance or short circuit) when
A. Inductance Formulation In Hierarchical Reduction s = 0, there exist four unwantedc-paths between nodes

@.B,C,D), which do not exist before. As a result it leads to
the wrongdc values and inaccurate low-frequency simulation
results even for the 2-bit bus example in Fig. 4.
We compute the exact driving-point impedance responses
Gz + sCx = Bi(s), v(s) = BTz (16) using inductance under MNA and nodal-susceptance under
wherez, v, are the state variable, output voltage and inpl¥A, respectively using the symbolic analysis tool [36].
current vectors, an@, C, B are state and input-output matri- As shown in Fig. 6, NA formulation (by using nodal suscep-
ces, respectively. (16) can be further written as: tance for inductance) gives the exact response as SPICE does
{ G AT ] [ n }H[ c o0 ] [ vn } _ { Ajin(s) ] a7 in the high-frequency range, but the response is not coimect
—A 0 U 0 sk U 0 the low-frequency range. Whenapproaches zero, the actual
whereG andC are the admittance matrices for resistors ardfiving-pointimpedance in Fig.4 should be dominated bgéhr
capacitors L is the inductance matrix, which includes mutuatapacitors with total capacitance valdgf . However, for
inductance,, is a vector of node voltage i, is a branch Fig.5 atdc, the driving-point impedance becomes a resistor

For an RLCM circuit, when we assume only independe
current sources exist at external ports, the circuit maitrix
s-domain starting with MNA formulation can be written as
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S Electrical Creuit Block Magnetic Creuit Block
R,(100Q) R,,(17Q) f(l.SSGIT ) *
Ry(10®) R 1, Vle'V, 1=el i,
O+ O+
W [rcam  gsm R% % Vo
L | - _ R =R =266Q
L
sGyI1l AN
R Gl L) 3 R k R =675%"Q
Sn 1 Ry (10Q)\ R,(7Y 1, V=le Vs L=le’l, i,=v,
—2£(1.85GH™) °+
5sC,(221fF) rcﬁ(wf” - ‘ : ,
L . ISC‘Z( 1P lscmaom R; A v
Fig. 5. An example of coupled 2-bit RLCM circuit under nodaseeptance = = N 1 ng—
model. = L=l

. . Fig. 7. An example of coupled 2-bit RLCM circuit under VPEC deb
with total resistance valug34 ohms (or49 ohms(dB)) due to

the unwantedic paths.
The significant difference between VPEC and nodal-
Frequency responses of SPICE and 6-Susceptance model susceptance models for mutual inductance is that VPEC is
a physically equivalent model, and it can exactly repretent
original system [44]. As shown in Fig.7, this model consists
—SPICE 1 of an electrical circuit (PEEC resistance and capacitaand)
L e eptalice magnetic circuit (VPEC effective resistance and conttblle
1 source). It includes the following components: (1) the wire
resistance and capacitance the same as in the PEEC model;
(2) a dummy voltage source (sensing electrical curignto
control I;; (3) a voltage controlled current source to reléte
and I; with gain g = 1; (4) an electrical voltage sourcé
controlled byV;; (5) effective resistors including grouni;
and couplingf%ij to consider the strength of inductances; and
(6) a unit inductancd.; to: (i) take into account of the time
derivative of A;; and (ii) preserve the magnetic energy from
05 = e = = s e o the electronic circuit.
Frequency Clearly, this SPICE compatible implementation does not
Fig. 6. Frequency responses of PEEC model in SPICE, susceptander introduce unwantedic path.s whens = 0 as by the nodal-
NA and VPEC models for the 2-bit bus. susceptance. Moreover, Fig. 6 shows the response of VPEC
model for the 2-bit circuit, which is identical to SPICE for
The reason for such discrepancy is that wiser 0, L~! the entire frequency range. Detailed analysis also shows th
can't be computed ag becomes singular. As a result, thémpedance function of the 2-bit circuit modeled by VPEC
NA formulation of inductance, which is based @', is no model is the same as the impedance function by PEEC
longer equivalent to the original circuit matrix. Hencecgiit- model [45].
reduction starting with nodal-susceptance formulatiomeat ~ As shown in [44], although VPEC model introduces more
give the correct low-frequency response in general, andcitcuit elements, it has faster runtime because this model
is not suitable for generating the wideband macro-model @famatically reduces reactive elements (i.e., inductasyl
interconnects. leads to less numerical derivatives and integrals and nthkes
simulation converge faster. To further improve the spa&uifi
VPEC model extraction without full inversion as in [44], we
C. Formulation by VPEC Model extend a windowing technique [5]. It reduces the computatio

From the above discussion, we know that the inductanE@MPlexity to O(Nb?)), where b is the size of the window
formulation by the nodal-susceptance leads to inaccuoate | (i-€. the size of sub-matrix). Note that although VPEC model
frequency response. It is not suitable for generating the fgnables efficientinductance simulation, the order of theudi
duced interconnect model for wideband applications. HoRatrix is still_high. Moreover, its SPICE compatible model
ever, directly handling mutual inductance in a dense MNALI contains controlled sources, and can not be handled by
formulation as in [3] will be computationally expensive. Adhe existing realizable circuit-reduction approaches [31].
shown in [44], the sparsified VPEC model actually not only
achieves the runtime speedup, but also has the high accuracy VIl PASSIVITY ENFORCEMENT
compared to the original full model. Therefore, we usel the In this section, we present the state-space based passivity
VPEC model to represent inductance in our circuit-reductienforcement method, which is based on the method used in [7].
flow, as it enables passive pre-sparsification [27], [44]. But we show how this method can be used in our hierarchical

300
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model order reduction framework to enforce passivity of thef the system. If there are private poles appearing on the

model order reduced admittance mathixs). leading diagonal element, we can separate them and their
Passivity is an important property of many physical systemsidues from the whole rational function after partiacfian

O. Brune [6] has proved that the admittance and impedarmecomposition and realize them separately.

matrix of an electrical circuit consisting of an intercootien Given a multivariablen-port network, each rational func-

of a finite number of positive R, positive C, positive L, andion Y, , is considered as a single-input and single-output

transformers are passive iff (if and only if) its rationahfilion (SISO) subsystem and mapped to its state-space représentat

are positive real (PR). It can be proved that the followingp the controllable canonical form, which corresponds to

statements are equivalent: (Ag,q Bg,q Cp.q Dpq) in the matrix of (A B C' D) respec-
(a) a transfer function matri¥ (s) is positive real. tively. Now we can write its state-space representation as
(b) Let (A B C D) be a minimal controllable state spacé=q.(25)
representation o¥ (s). 3K, [ Ayq - 0 [ Bii - 0
K=K"Kz>0, (200 A=| B=| :
such that the Linear Matrix Inequality (LMI) L 0 Ann L 0 Ban
ATK + KA KB-CT e e Oy T "D ... D
T | >0 (22) 1,1 1,n 1,1 1n
B'K-C -D-D c-| p—| - L
holds. . Cn,l e Cn,n Dn,l e Dn,n
Constraint (21) actually comes from the Kalman B - B (25)

Yakubovich Popov (KYP) Lemma, which establishes Also this mapping process could be viewedraset single-
important relations between state space and frequencyidomaput and multiple-output (SIMO) subsystems. If we choose
objects. KYP was introduced in control theory and later usede m-th port as input port, the:-th column admittance ratio-
in the network synthesis [4]. nal function can be mapped intol,, . Bm.m C:.m D:m).
If we include the term proportional te in the transfer
function, which means we need to know what happens fh Passivity Enforcement Optimization
infinite frequency, we can write the admittance matrix invter  In this subsection, we briefly mention how passivity en-
of (A B C D) as forcement is done via a convex optimization process on the
state-space representation of the admittance matrix.
Y(s) =Y+ D+C(sI - A)"'B (22) Assupme thafwe have obtained the admittance matrix of a

wherel denote the identify matrix with the same dimension d80del order reduced systeli(s) with a set of N’ sampling

A.To keep the transfer function positive reg® must satisfy Points. LetY, ,(s) denote the(p,q) entry of the transfer
function Y(s). Let Y, ,(sx) be the exact values of the

Y = (Y>)T, Y>>0 (23) admittance at the entryp,q) at the kth frequency point,

Therefore, we can transform the problem of checkm‘dh'Ch can be obtained by the exact hierarchical symbolic
whether the admittance matri¥X (s) is positive real into the 2nalysis [42]. .
problem of checking whether its corresponding state spacel "€ OPtimization problem is to determirié, D, Y> such
model in terms of A B C D) is positive semidefinite. More that a cost function is minimized with constraints on theerr
important is that we can use the PR criterion in terms of t Y q)- Here the constraints are on the weighted least
state-space form to enforce the passivity of the reduceditir square error taken oveY frequencies

matrices as shown in the next section. . . )
Zwk,p,q”Yp-,q(Sk) = Y,q(s0)ll2 < tpq (26)

A. State-Space Model Representatiordf) It is shown in [7] that the optimization problem in Eq.(26)
After the multi-point hierarchical model reduction, an  subject to constrains in Eq.(21) can be transformed into a

port order reduced admittance matrix is generated as shogghvex programming problem, which can be solved efficiently

in Eq.(24), where eaclY,,, is a rational function ofs. The by some existing convex programming programs.

reduction process can capture the entire dominant compleXxie notice that passivity enforcement was done by the

poles, which means there is no poles in the RHP (right hasdmpensation-based approach proposed in [1]. But thisadeth

plane) of the complex plane. does not ensure the accurate matching because the compen-
- - sated part may have significant impacts on the frequencyerang
Yii o Yin that we are interested.
Y(s)=| 1 (24)

VIII. M ULTI-PORTCIRCUIT REALIZATION

Yoi oo Yon Once the newC, D, Y are obtained by the convex pro-

The first step we do is to transform the admittance matrgramming, the new passivity-enforc&d(s) are constructed
?(s) into its state-space representation. We assume thataghin by Eq.(22). We now discuss how to generate realized
rational functions in the matrix share the common polesacro-models for both frequency and time domain simulation
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A. Relaxed one-port realization Given a2 x 2 passive admittance matrix, which is obtained
by the hierarchical model order reduction method,
77777777777 yi1(s)  yi2(s)
Y: = , 29
Rn_ RN 2x2(5) [ y21(8)  yo22(s) (29)

it can be realized exactly by using théstructure template

YO~ G2 o Ln_ Ln_N shown in Fig. 9, where each branch admittance will be redlize
by the one-port Foster’'s expansion method shown in Fig. 8.
Lm_1 Lm_M on 1 . Based on this template, such realization can be easily é&ten
cn_ Cn_| - to the multi-port case.
y2=-y12

Fig. 8. One-port Foster admittance realization. o o)

We start with one-port network realization. For a one-port yl=yll+yl2 y3=y22+yl.
model with driving-point admittance function, we propose t
use a generalized Foster’s canonical form based realiz#dio o o

directly synthesize the admittance function. . o
. .. . Fig. 9. A general two-port realizatioll model.
To synthesize the one-port model from the driving-point
admittance rational functioly (s), we first rewrite it in the

Foster’'s canonical form [43]: yi(s) - yin(s)
T Vienls)= | 1 (30)
Y(S):SYOO+YO+§1S—pm+;(s—pn+s—p;§) Un1(5) o Yn(s)

(27)  Generally, for a reduced-port network with a fulln x n
where we expand the rational function into the partial fact admittance matrix as shown in Eq.(30), the realized network
form with N conjugate-poleg,, and M real-polesp,,. will be a complete graph where each branch represents an

The admittance function in Foster’s canonical-form can k&imittance, which is realized by one-port realization rodth
then synthesized by an equivalent circuit in Fig. 8 with thEor instance, Fig. 10 shows an realization of a synthesized
following relations to determine R, L, C, G elements: port network. The branch admittance of theh port branch
(the branch between the port and ground) is the sum of all

Gs = Yo, Cs = Yoos the mth row admittances, and the admittance of the branch

s p— L7 ) p— _p_m; between the port and any other port is the negative value of
) am ) Qm the corresponding admittance.
Ly = L ’ LunCrnlpnl? = RonGrn + 1, l\_Iotice_ that our rea_\li_zed ci_rcuij[s auto_maticglly pre_selhre t
2Re{an} reciprocity of the original circuit matrix as it requireseth
Gun _ Relanp;} Run _ Re{anpy} 2Relpn) admittance to be symmetric.
Cpnn  Refa,}’ Ln.,  Re{a,} Pn-
(28)

Some existing works like PRIME [24], require every com-
plex pole pair to be physically realizable (every RCL eleinen
is positive), which is over constrained and may lead to
significant error when unrealizable pole pairs are disahrde
or their residues are changed. In our approachrelgx those
constraints by allowing some negative RLC elements. But the
passivity of the admittance function will still be guaraede
by the passivity enforcement procedure since the reaizati

is error-free and reversible and does not change the ptyssi\I/:i. 0 A ivation based di
Of the realized SyStem. 19. . SIX-pOI’t realization base -structure.

B. Multiple-port realization IX. EXPERIMENTAL RESULTS

For passive multi-port order reduced admittance matrix, we The proposed algorithm has been implemented in C++ and
propose a general complete-graph structure (in case of fall the data are collected on a Linux workstation with dual
admittance matrix) to realize the admittance matrix based @.6GHz AMD Althon CPUs and 2G memory. The convex pro-
the one-port realization. In the following, we first illuste gramming problem is solved using some standard optimizatio
how a 2-port network is realized and then we extend thipackages. We use SeDuMi [38] and SeDuMi Interface to solve
concept for generatb-port network realization. the convex programming problem for passivity enforcement.
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A One-port Macro-model for Splral Inductor 5000 Frequency Driving Point Responses of the On—Chip Spiral Inductor
We first construct the detailed PEEC model for a 3-turn

spiral inductor with its substrate. We assume coppet (1.7 x so0or 1 7

1078Q - m) for the metal and the lovk- dielectric ¢ = 2.0). "~ Common-pole matching

The substrate modeled as a lossy ground plane (heavily Jloped 4o} T bad 1

- - Waveform matching
with p = 1.0 x 10~°Q-m. The conductor is volume-discretized
according to the skin-depth, and longitudinal segmented by £,
one 10th of wave-length. The substrate is also discretized a ©
in [23]. The capacitance is extracted by FastCap [25] ang onl
adjacent capacitive coupling is considered since capaciti
coupling is short-range. The partial inductance is exédct

by FastHenry at 50GHz [17]. The inductive coupling between — ©®rj ‘ ‘ ‘ 7

any pair of segments (including segments in the same line) J

is considered. Then we generate the distributed PEEC model oVl AL AN e /) =t e

by 7-type of RLC-topology to connect each segment, and it Frequency (x 100Ghz)

results in a SPICE netlist with 232 passive RLCM elements. . .

" S Fig. 11. Frequency Response of the 3-turn spiral inductaor inreduced

The substrate parasitic contribution (Eddy current 10Ss) jhogel by using waveform matching and common-pole method.

lumped into the above conductor segment. Note that for more

accurate extraction at ultra-high frequency, it needs\iale

PEEC model description [18]. For mutual inductance, a wecto We use the Colpitts LC oscillator as an example as shown

potential equivalent model (VPEC) is used [44], which is enorin Fig. 13 (b) where the active circuit behaves likegative

hierarchical reduction friendly as no coupling inductoatch resistanceio make the oscillator work as shown in Fig. 13 (a).

currents are involved and circuit partition can be donelgasi In this experiment, the synthesized one-port model is from
1) Comparison with Common-Pole Matching Method iR 25-order rational function with 24 poles and results in a

Frequency Domain:For the spiral inductor, driving point macro-model with 40 RLC elements. As shown in Fig. 12,

impedance is obtained by the multi-point hierarchical rdhe waveform at steady state of synthesized model and afigin

duction process. We use both the common-pole matchiﬁtgdel matc_:h very well but we _observe a 10X times (5.17s vs.

algorithm in the complex frequency hopping method and ttf&>2S) runtime speedup by using the reduced model.

new waveform matching algorithm to search for dominant

poles a|0ng the imaginary axiS. ‘OutputofaCoI;‘)itts LC oscillato:
For a fair comparison, we make sure the resulting rati

nal functions will have similar accuracy. For common-pol

matching algorithm, if two poles are located within 1% o

their magnitude, they are regarded as the same pole. |

waveform matching algorithm, the error bound between tt

approximate one and the exact is set to 0.1%. As a resl

common-pole approach takes 26 expansion with 37.1 secor

waveform marching method use 15 expansion with 22.!

seconds. The responses obtained using both method veesu:s

exact response up to 100GHz are shown in the Fig. 11. T

responses from both methods match the exact ones very v N

all the way to 100GHz. Our experience shows that CPU tin ' R s * # 4

of common-pole method is highly depends on the commo ‘ ‘ ‘ ‘ J

pole detection criteria. For instance if we set the criteri ' Time (seconds) '

for common-pole detection to 0.5%, then 65 expansions aie

carried out. Also as more expansions are carried out, CBangg. 12. Time-domain comparison between original and ssited models

that a single pole is seen by two consecutive expansion$oifur a Colpitts LC oscillator with a 3-turn spiral inductor.

become larger, but it may be treated as different poles due

to a small distance criteria, which in turn leads to significa

distortion of the frequency response. B. Multi-Port Macro-model of Coupled Transmission Line

2) Time-domain Simulation of a LC OscillatoWWe further We then use a 2-bit coupled transmission line as the example
demonstrate the accuracy and efficiency of the inductor oaacfor multi-port reduction and synthesis. The original PEEC
model in the time-domain harmonic simulation. Note that thmodel contains 42 resistors, 63 capacitors, 40 self-imtagct
synthesized one-port macro-model can be used to efficierglyd 760 mutual-inductors, where we consider inductive cou-
predict the critical performance parameters of spiral otdy pling between any two segments including those in the same
such as thevr, Q factor, and even the resonance startindine. Still, for mutual inductance, a vector potential eqlént
condition for an oscillator [32]. model (VPEC) is used.
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Vdd

Spiral Inductor

Passive Active
Resonator | ¥] Circuit
Rp=-Ra
gnd
(@) (b)
Fig. 13. Colpitts LC oscillator with spiral inductors.
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15.

Frequency ResponsesYofy of a 2-bit Transmission Line.

The matching frequency is up to 31GHz and we find 24
dominant poles in this range. There are 150 RLC elements
in the synthesized circuit compared with 364 devices in the
original circuit, which represent a 58.79% reduction rdtee
frequency response faf;; (s) andYi2(s) are shown in Fig. 14
and Fig. 15, respectively. If we only match to 14G, 12 poles ar
required and we can achieve a 78.5% reduction rate instead.
The time domain step responses from the original circué, th
14GHz synthesized circuit and the 31GHz synthesized tircui
are shown in Fig. 16. The difference among these three tércui
is fairly small.

In Fig. 17, we further compare the frequency responses
of the 24th-order macro-model by hierarchical model order
reductoin (HMOR), 24th-order macro-model by PRIMA, and
time-constant based reduction (with similar reductiorio)at
with the original circuit. The frequency response of poiis1
observed at the input port of first bit, and that of port-2 is at
the far-end of the first bit. Due to the preserved reciprocity
the reduced mode is easily realized by Foster’'s synthesis, a
the model size is half of the SPICE-compatible circuit by
PRIMA (via recursive convolution for eack;). Moreover,
as shown in Fig. 17 the accuracy of the 24th-order model by
H-reduction can match up to 30GHz but the same order model
by PRIMA can only match up to 20GHz. Note that under
the similar reduction ratio with H-reduction, the time-stamt
based reduction can only match up to 5GHz.

Transient Response of 2-bit TL

1.2

= Original Syétem
- - Synthesized to 31G
| = - Synthesizedto 14G | .

Voltage [V]

-0.2 i i i
0 0.5 1 15 2
Time [s] x10°°
Fig. 16. Transient Responses of a 2-bit Transmission Line.

C. Scalability Comparison with Existing Methods

Table Il gives the reduction CPU time comparison for
two methodsHMOR denotes the CPU times of hierarchical
reduction. We notice that the HMOR is slow than the PRIMA.
But the difference become less for large circuits. Theocaditi
PRIMA and the one-point hierarchical model reduction have
the same time complexity, that is time of complexity of
one Gaussian eliminations. In PRIMA, we have to solve the
circuit matrix at least once using Gaussian elimination or L
decomposition to solve for all the Krylov space base vectors
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[T ] 2 | 3 ] 4 ] 5 | 6 ] 7 | 8 ] 9 | 10 | 11 ] 12 ] 13 | 14
Circuits | #Elements| #Poles Simu-time(s) Model-size(Kb) Delay-error (%)

H-redu | time-const.| Prima [ Original H-redu | time-const. [ Prima [ Original H-redu [ time-const.| Prima
ckil 84 10 0.15 0.12 0.50 051 0.85 0.86 351 352 1-0.16% | -0.86% | -0.15%

ckt2 258 10 0.15 0.15 0.92 531 0.85 0.86 351 11.23 | -0.24% | -1.12% | -0.22%
cki3 905 25 0.32 0.43 2.25] 1951 1.68 1.70 198 41.1 | -0.41% | -4.43% | -0.37%
cki4 5255 30 0.52 0.89 3.13] 661.46 | 1.92 2.23 28.2 | 2436 | -0.62% | -6.83% | -0.58%
cki5 20505 30 0.52 1.08 5.98 | 1356.66| 1.92 2.53 28.2 | 957.9 | -1.04% | -12.91% | -0.83%

TABLE |
SIMULATION EFFICIENCY COMPARISON BETWEEN ORIGINAL AND SYNTHESIZED MODEL.

Frequency Domain Accuracy Comparsion for bus 2x10 at Port-1
T

by time-constant reduction is obtained with the similar elod

B e consan size as H-reduction.
8 O Horeds ]I First, we find our realized RLCG circuit model size is up
k4 to 10X smaller on average than the SPICE compatible circuit
S 55 7 from PRIMA. Therefore, similar simulation speedup (8X) is
¢ observed when we run both circuits in SPICE3. When we
% 1 2 Frequéncy(Hz) 7 5 K fu.rther compare f[he .simuIaFior! ltime of our reduced models
reqseney Domain Acuracy Comparsion o bus 210 a Por2 x10 with the PEEC circuits, a significant speedup (up to 2712X
55 ‘ ‘ ‘ ‘ — for ckt5) is obtained. Furthermore, the waveform accuracy
°r . Hme-constant [ in terms of delay is given in Column 12-14. The reduced
543: o e ] models are very accurate with the worst case delay error
ga_s, ] being -1.04% even with 478X07.9 Kb vs.1.92Kb) reduction
Z sl odp68a9000000050] ratio in terms of model size. But for the same reduction ratio
257 RPN 7 as our reduction, we find the time-constant based reduction
% 1 2 NE 4 E 6 introduces large error (up tt2.91%) because too many nodes
Frequency (Hz) x10%° S . . .
are to be eliminated and the reduction criteria cannot be
Fig. 17. Frequency responses of a 2-bit transmission lite@tports. satisfied.
Note that the sparsification in the VPEC model can dramat-
Circuits | #Elements| PRIMA(sec) | HMOR(sec) ically reduce the number of mutual inductive couplings, but
cktl 84 0.042 0.6 e ;
oKD — 0077 17 can also maintain the accuracy [44]. As a result, we use this
cKi3 905 0.16 178 technique during our reduction for larger circuits. Forrayée,
cki4 5255 1.73 44.4 in the case of ckt5 (the largest one) in Tablel, we obtain
CkiS | 20505 | 32.37 96.8 a 97.5% sparsification from 19,900 to 498 mutual-inductors.
TABLE I Due to this sparsification, it reduces the reduction time @x 1
THE COMPARISON OF REDUCTIONCPUTIMES. (365.4s to 47.8s).

X. CONCLUSION

(or moments). In hierarchical reduction method, if we rezfluc We have proposed a new hierarchical multi-point reduction
one node at a time, it becomes the Gaussian eliminatialyorithm for wideband modeling of high-performance RF
process. All the polynomial operations with fixed order havgassive and linear(ized) analog circuits. In the theoaétic
fixed computing costs. The efficiency difference is mainlg duside, we showed that the s-domain hierarchical reduction is
to expensive recursive operations used in graph operatioeguivalent to the implicit moment matching arousd= 0
which can be further improved, and multi-point matchingand showed that the hierarchical one-point reduction is nu-
However the multi-point matching makes our method closedkerically stable for general tree-structured circuits. §so
loop, which gives us the good control on the model accuraghowed that the hierarchical reduction preserves redigroc
For PRIMA, the model accuracy can’t be determined withowf passive circuit matrices. In the practical side, we have
several trials using different reduction orders. proposed a hierarchical multi-point reduction scheme fghh

We finally present a scalability comparison in Tablel byidelity, wideband modeling of general passive and active
the time-domain transient simulation for the following e@sfs: linear circuits. A novel explicit waveform matching algirin
(i) runtime of simulation; (ii) realization efficiency (rkzed is proposed for searching dominant poles and their residues
model size); and (iii) accuracy in terms of delay. Severélom different expansion points, which is shown to be more
different sized RLCM circuits are used. We compare the oefficient than the existing pole search algorithm. The pas-
method with the time-constant based circuit-reductiorg3jl sivity of reduced models are enforced by state-space based
projection-based reduction PRIMA implemented at [21]. Theptimization method. We also proposed a general multi-port
same number of poles are used for the reduction when wetwork realization framework to generate SPICE-comjmtib
compare our H-reduction with PRIMA. The reduced modelircuits as the macro models of the reduced circuit adngdan



IEEE TRANSACTIONS ON COMPUTER-AIDED DESIGN OF INTEGRATEDIRCUITS AND SYSTEMS, VOL XX, NO. XX, DECEMBER 200X

matrices. The resulting modeling algorithm can generage tf26] A. Odabasioglu, M. Celik, and L.

multiple-port passive SPICE-compatible model for anydine

passive networks with easily controlled model accuracy
complexity. Experimental results on a number of passive

aFELf(:jl]

and interconnect circuits have shown that the new propoéé@
macro modeling technique generate more compact mOdﬁlﬁ
given the same accuracy requirements than existing appesac

like PRIMA and time-constant methods.
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