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Optimal Decoupling Capacitor Sizing and Placement
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Abstract—With technology scaling, the trend for high-per- \/\/\/\ Vioad
formance integrated circuits is toward ever higher operating

frequency, lower power supply voltages, and higher power dis- Gy
sipation. This causes a dramatic increase in the currents being

delivered through the on-chip power grid and is recognized in Gy
the 2001 International Technology Roadmap for Semiconductors Vpp =1 t
as one of the difficult challenges. The addition of decoupling + <1>
capacitances (decaps) is arguably the most powerful degree of -

freedom that a designer has for power-grid noise abatement and Ca 1 Tioed

is becoming more important as technology scales. In this paper,
we propose and demonstrate an algorithm for the automated
placement and sizing of decaps in application specific integrated
circuit (ASIC)-like circuits. The problem is formulated as one
of nonlinear optimization and is solved using a sensitivity-based
quadratic programming (QP) solver. The adjoint sensitivity
method is applied to calculate the first-order sensitivities. We
propose a fast convolution technique based on piecewise linear TABLE |

(PWL) compressions of the original and adjoint waveforms. Ex- IC TECHNOLOGY PARAMETERS
perimental results show that power grid noise can be significantly
reduced after a judicious optimization of decap placement, with
little change in the total chip area.

Fig. 1. Canonical and approximate circuit representation of a power network.

Year | Less Fi Vaa | Size | Power | Density
nm | MHz | V | mm? w W/mm?

310 | 130 U.72
310 | 140 0.45

T1
Index Terms—Application specific integrated circuits (ASIC), 2003 | 45 | 3088 %8 310 150 078
decoupling capacitor, design automation, nonlinear program- 2004 | 37 [3990 | 1.0 310 | 160 0.52
ming, power distribution, sensitivity. 3882 g% g(li'gils 83 g%g %gg ggg
2007 | 25 | 6739 | 0.7 | 310 | 190 | 0.61
|. INTRODUCTION
A. Motivation A powerful technique for overcoming this problem is through

ODERN designs are very sensitive to noise due to tlilee use of on-chip decoupling capacitors (decaps) that are in-
lowering of supply voltages and the presence of a largtantionally attached to the power grid. To exemplify the role of
number of potential noise generators that eat significantly int@caps, let us consider the circuit shown in Fig. 1, which can be
the noise margins built into a design. The power grid, which prthought of as a canonical model of a power grid and loading cir-
vides theVyq and ground signals throughout the chips, is one efiit. In the figure G, models the grid conductana@, andCy
the most important sources of noise, since supply voltage variodel a decoupling capacitance, aigq models the time-de-
ations can lead not only to problems related to spurious trgsendent current waveform of the load, which we model for sim-
sitions in some cases, particularly when dynamic logic is usealicity as
but also to delay variations [3] and timing unpredictability. Even

if a reliable supply is provided at an input pin of a chip, it can 0 1t <0

deteriorate significantly within the chip due to the fact that the J - ut <t )
conductors that transmit these signals throughout the chip are load p(2t, —t) 1t <2t

electrically imperfect. 0 it > 2,

wherey is the load current slope (unit: amps/s) apd(unit:
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power dissipationP, and the density of power dissipation per
unit area,Pq.

For the circuit shown in Fig. 1, we observe thaf,q hormal-
ized by the voltage supplysq over the time interval fromh = 0
tot = t, can be expressed as

L. decap L. cell

Fig. 2.  One row of cells in a standard-cell layout showing decap locations.

_ M Cd —t/T
Viaa = 1 G, (t G, (1—e )> ) propose a sensitivity-based method of placing or optimizing de-
where caps for reducing the noise, or voltage drop, in the power distri-
bution network; the former method handles the problem in the
_ (G +Ga)Ca 3) frequency domain, and the latter in the time domain.
G4Gq

The minimumV,,,q, or maximum normalized power-supply-B' Overview of Our Approach

induced noise occurs at= t, and the magnitude of the noise is I this work, we investigate the decap optimization and place-
ment issue in the context of row-based standard-cell design typ-

Ve = 12 (t - ﬁ(l - e—tp/r)> . (4) ical of ASIC where each row has a fixed height. A reasonable

Gy, \" Gy hierarchical ASIC design flow develops designs for each func-

We note thatt, « f~!, and that power density (the |asfcional block, which are then asgembled at the chip Ieyel. It is

column in Table I, defined as power per unit aréa)oc Vaayit,, important to ensure that the design qf.ea_ch such block incorpo-
implying thaty o« Pof/Vad. Based on the trends in Table I/ates the requirements of decap positioning for two reasons.

f increases by 4.0x through the table, ang increases by * The total area required by the decaps can be significant,

9.13x . In order to keepV/max the same (i.e., keep the same and neglecting this can result in incorrect estimates of the

amount of noise as a percentagelqf,), we need to dramat- block dimensions. An alternative could be to leave a cer-
ically increase the last term in (4§i;/G,(1 — e—tp/r)_ This tain percentage of the area of each block for decap inser-
means tion; however, this percentage is hard to arrive at, and the

« increasing the decoupling capacitan@g which can be precise locations that should be left open for decap inser-

done at the cost of small additional area, because the area tion is difficult to decidea priori. .
efficiency of decoupling capacitance is expected to in- * If the decision of decaps positioning is postponed until

crease as the gate oxide is scaled, the entire layout is complete and the global power grid is
« increasing the conductance associated with the decoupling designed, the amount of flexibility for decap positioning

capacitance,;, which can be done by placing the capac- 1S limited. Consequently, the placed locations are likely

itancecloserto the load, and to be suboptimal since decaps may have to be positioned
« increasing the grid conductane®,, which will be the far away from the points at which they are needed, which

most difficult to do because it goes somewhat against N€gates their strong ability to locally suppress power grid

the prevailing scaling of interconnect, and the increased MNOIS€.

restrictions due to the consequent wire congestion emeherefore, we propose a design procedure for each functional

nating from this. block that uses a coarse global power grid model, described
Unless we are able to do all of the above, it is likely that we will Section lI-A along with the internal power grid routing, and
find the relative magnitude of power-grid-induced noise moff#"ds an optimal allocation of decaps to control the voltage drop
than doubling by 2007. in that block. Once these blocks have been designed and placed

The first two of these conclusions point convincing finger§to the overall power grid, an upper-level power grid optimiza-
toward the use ofippropriately placecdecaps for power grid tion or decap allocation technique can be applied to optimize
noise reduction. While the use of decaps is certainly not pevihe global power grid. Our work focuses on the former problem
the complexity of the problem requires shrewd optimal strat8d does not address the latter. _ _
gies driven by computer-aided design (CAD) tools, particularly For @ standard-cell ASIC design, we consider a functional
in standard-cell environments in designs that require quick tuflock inside a chip composed &f rows, with theith row having
around times in the face of strong time-to-market pressures. M: cells. Each of theV rows is filled by cells to some level of
Previous work [2], [6], [20] on decap allocation and optimizat@tio 7i(< 100%). Decoupling capacitors can be placed in the

tion has focused on application in full custom design styles. @MPty space, which forms the £ r;) fraction of each row. One
decap optimization procedure involving an iterative process $Ch row is illustrated in Fig. 2. _
circuit simulation and floor planning is proposed in [6]. A linear Our approach is designed to be applicable subsequent to the
programming technique is applied in [20] for allocation of whit®lacement phase for the design of a functional block, where
space for decap use and a heuristic is proposed to insert ag§ils have already been assigned to rows. Since placement is

tional white space into an existing floorplan. Both [2] and [18fl€signed to optimally place cells in order to achieve compact-
ness for the layout and to control the wire length, timing and

'For example, in a 300-MHz CMOS RISC Microprocessor design [5], a8ongestion, we use that result as the starting point for decap op-
much as 160 nF of on-chip decoupling capacitance is added to control power-

supply noise. In another example [10], the on-chip decoupling capacitancé'@'zat'on' and perturb that solutionin a m'n'_mal Way insolving
sized at ten times that of the total active circuit switching capacitance. thedecap placemergroblem. Because of this minimal pertur-
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bation, the succeeding routing results are expected to be affected Vi(t,p)

only slightly. Further more, timing driven placement will typi-

cally cram all the fastest cells together, which could potentially

cause larger noise in power grid, a postplacement decap alloca-

tion to reduce noise becomes necessary. 90%Vaa
Specifically, we propose to use the empty spaces that may

be available within each row (when < 1) to place decaps. In

doing so, the exact position of each cell in that row is considered

to be flexible although the order and thedative positions are

fixed. Different placement of cells can lead to different widths 0 ts te T t

and location of decaps, and consequently different impacts on _ _ . _
ig. 3. lllustration of the voltage drop at a given node in the power grid.

. . F
_the power_ su_pply n0|se_, and the prOblem that _We wish to_taCHfge area of the shaded region corresponds to the integtahat node.
is that of finding the optimal cell placement which results in the

minimization of a metric for the power supply noise. Note thafhere . is a vector of node voltages and source and inductor

since typical values of; are close to one, the major attributes of, rrents:( is the conductance matrig? includes both the de-
the original cell placement will be, for the most part, unaffectegoup”ng capacitance and package inductance termsu@nd
by our procedure. includes the loads and voltage sources.

The contributions of this work are as follows. By applying the Backward Euler integration formula [16] to
* We propose a nonlinear programming based decgs) we have

optimization scheme for individual function blocks in

standard-cell designs. The approach is performed after (G + g) z(t+h) =ult+h)+ z(t)g (6)
placement and has a minimal impact on the routing h h
requirements. whereh is the time step for the transient analysisklfs kept

* As a part of this procedure, we must calculate the sengonstant, only a single initial factorization of the mattix-C/h
tivities of a voltage drop metric using the adjoint networks required (as is done in [15] and [19]) leading to an efficient
method. The direct application of this method results ialgorithm for transient analysis where each time step requires
very large amounts of data to be stored and convolveddaly a forward/backward solution step. After the transient anal-
calculate adjoint sensitivities, which leads to slow runtimgsis of the circuit, the voltage waveform at every node is known.
as well as large memory usage. We develop an efficie@iven that the treatment for nodes on the ground grid is com-
and fast convolution technique based on piecewise lingsletely symmetric, we restrict our discussion to hg nodes

(PWL) compressions of waveforms. for which we formally define the drop at nodeto be simply
Vaa — Va(t), whereV,,(.) signifies the voltage at node
II. POWER SUPPLY NOISE METRIC AND ITS An efficient metric to estimate power-grid-induced noise at a
SENSITIVITY ANALYSIS node is the integral of the voltage drop below a user specified

A. Modeling and Analysis noise ceiling [8]

For the_ ASIC row-based standard?cell design_style outline_d () = /T max{N Mg — v(t.p), 0}t
above, it is common to use a predefined mesh-like power dis- 0

tribution network. As in [6] and [7], we model the network as rte
follows. z/ {NMyg —v;(t,p)}dt @)
Jtg

: Th? power distribution network (grid) is abstracted as v?/herep represents the tunable circuit parameters which, in our
resistive mesh.

. . case, are thwidthsof the decoupling capacitérsThe voltage
» The cells are modeled as time-varying current sourc pling cap g

Pc’inrlnhxr 7) represents the sh
connected between power and ground. Each curre(antOD. tg_g asb\(/a\yoddf_t e(; pressed byg ) eg ese ftsthe S r?dled
source waveform is obtained from other tools that dete‘fjl.—rea.In 9. 5. We de meF e_measureo goo _ness orthe whole

. . ) E%rcmt as the sum of the individual node metrics
mine the worst case input patterns. Various work on wors

case current estimations can be found in [1], [12], [13], K
etc. Z = Z Zj (p) (8)
» The decoupling capacitors are modeled as single lumped i=1
capacitors connected between power and ground. where K is the number of nodes. This metric penalizes more

« The top-level metal is connected to a package modelbdrshly transients that exceed the imposed noise ceiling by a
as an inductance connected to an ideal constant voltdgege amount for a long time, and has empirically been seen to
source. be more effective in practice than one that penalizes merely the

The behavior of such a circuit is described by a first ordemaximum noise violation. Intuitively, this can be explained by
differential equation formulates using modified nodal analysibe fact that the metric incorporates, in a sense, both the voltage
(MNA) [16]

2We choose the width since the height of the decoupling capacitors is con-
strained to be the same as the height of the functional cells in the same row, as

Gz(t) + Ci(t) = u(t) (5) illustrated in Fig. 2.
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and time axes together, as well as spatial considerations through ~ vc(?)
the summation over all nodes in the circuit. a + bt

B. Integral Sensitivity Computation

Adjoint sensitivity analysis is a standard technique for circuit
optimization where the sensitivity of one performance function
with respect to many parameter values is required [9], [11], [16].
For our problem, the use of this method is a natural choice since
we are interested in the sensitivity of the scalar objective func-
tion (8) with respect to the widths of all decaps in the network.

An adjoint network with the same topology as the original
network is constructed, with all of the voltage sources in the : Y
original network shorted and current sources open. For noise T g+kr
functions of the form given in (7), the adjoint network will in-
clude a current source of valueu(t — t,) + u(t — t.) applied Fig. 4. Compressed PWL waveforms for the original and adjoint networks.
at nodej if z; # 0. We set the initial conditions to the ad-
joint circuit to zero and analyze it backward in time. We us®rmsiyc(7) = g+k7 andvc(t) = a+ bt over the time interval
the same time step as the original circuit, thus allowing us| p, ¢] can be expressed as
to reuse the previously computed LU factorization {6 +

P
RPN .

Ry

: o)

1 d(a + bt
C/h)~1. Consequently, the extra simulation cost is reduced to / (9+ k(T —1t)) % dt
one forward/backward solve for each time step of the adjoint p .
circuit. Obviously, a smaller timestep results in a higher accu- = / (9+ KT —1t)) bdt
racy for both the original and adjoint waveforms, and conse- P
quently higher accuracy in the sensitivities at the expense of a B _ lg—-»p
longer runtime. We find that in order to ensure the accuracy of =bg—p) {9+ —k 2 : (10)

adjoint sensitivities, using 500—1000 steps per clock cycle (i.e.

h = 0.002Tperioa OF 0.001 perioq) IS sufficient. p(N + M), whereN andM are the number of linear segments
The sensitivity of the objective function with respect to all o L -
on the original and adjoint waveforms.

the decoupling capacitors in the circuit can be computed fromOnce the sensitivities of with respect to all of the decou-

the following convolution [9], [11] pling capacitor values are computed, the sensitivities to the

"The complexity of the convolution calculation over [0} is

o7 T width of each capacitor can be calculated using the chain rule,
= / Yo (T — tyoc(t)dt ©) asin [18]
o 07 07 _9C "
whereyc (1) is the waveform across the capacidin the ad- 9w a0 >~ ow (11)
joint circuit. Given that we calculate the decoupling capacitance from
C. Improving the Efficiency of Adjoint Sensitivity Calculation C = ;f‘r Xw X h (12)

or

In our context, we cannot use the above adjoint sensitivi\'%/her

: S eT,. ande,, are the thickness and permittivity of the gate
approach directly, and must tailor it to control the storage r&s; 1o "2y, is the fixed height of the decap, itis easily verified
quired by the direct application of this method and speed- . 9 P y

the convolution calculation shown in (9). Specifically, a sig- at (11) becomes

nificant complication arises in the case of very large networks 07z _ 24 % S0 o (13)
where the total amount of data to be stored is proportional to the ow 0C T,

number of nodes multiplied by the number of time steps, and

could reach 19 bytes or more for large networks with millions 1. OPTIMIZATION AND PLACEMENT

of nodes. In order to alleviate the problem, we store the wave- _

forms of the original and adjoint network using a compresséAd Problem Formulation

PWL form. This results in a situation of the type illustrated in The problem of decoupling capacitor optimization is now for-

Fig. 4, where the time points on the original and adjoint wavenulated as

forms are not aligned. However, since we know that waveforms

are divided by linear segments, the convolution (9) of the wave-
Subject to Z we < (1= 7)Wenip @ =1... Nyow

kerow;

and 0 S w S Wmax ] =1... Ndecap-

Minimize Z(w;) j =1... Ndecap

3Despite our total number of nodes being in the order of thousands and L . . . .
memory not being an issue, the speed-up of adjoint sensitivity calculation 1 '€ Scalar objectiveZ, defined in (8), is a function of all of

shown in our experiments is significant with very small accuracy tradeoff. the decap widths anl¥...,, is the total number of decaps in the
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2) Checkall nodal voltages for those that fall below the noise
margin, identify hot spots and compute the objective func-
tion Z.

3) Set up the sources corresponding to these failure nodes
for the adjoint circuit.

4) Perform the transient simulation of the adjoint circuit and

— decap Lo cen store PWL waveforms of all decaps.
5) Compute the sensitivitie8Z /0C; by convolution and
Fig. 5. lllustration of the initial equal distribution of decaps. use the chain rule to Obta@lZ/awj.

6) Compute the constraint function and its Jacobian.
chip. The first constraint states that the total decap widthinarow 7) Feed all of the information into a QP solver and update
cannot exceed the total amount of empty space in that row, and the vector of widthas according to the values returned
Wenip and N, denote, respectively, the width of the chip and by the solver.
the number of rows in the chip. The second constraint restricts8) According to the updated, reposition all of the cells and
the decap widths within a realistic range. An upper boupg, decaps in the row from left to right.
for a cell in rowi is easily seen to bel — r;) Wenip, Which is
the largest empty space in rawwhile the lower bound of each ¢ Extensions

decap width is zero. _ . - .
Equation (14) represents a linearly constrained nonlinear op-Vith only slight changes to the original problem formulation,
timization problem. The objective functiaZi can be obtained our method can be extended to handle: 1) a special case with cell

after the transient analysis of the power grid circuit, and its seflignment restrictions and 2) a general nonstandard-cell place-

sitivity with respect to all of the variables; can be calculated MeNt case.

using the adjoint method discussed in Section I1I-B. We choosel) CEell Placement With Vertical Alignment Restric-

to use a standard QP solver [21] for solving large nonlinear of{2ns: Row-based placement often gives vertical alignment for

timization problems. We start the optimization with an initiat'itical cells that require either sets of cells to be aligned in

guess that uniformly distributes the vacant space in each rowgms Of their left edges or right edges. We denote the lower

each decoupling capacitor in each row, as illustrated in Fig. 5ferdinate of a cell or a decap B, and its higher coordinate
can be seen that nitially there is one decap nextto each cell. Tie-X high- SinceXiow [Xnign] of a cell is the same a¥ig;
initial chip width is chosen to be the maximum width occupie¥low] Of the decap to its left [right], so that it is sufficient to
by cells and decaps among all rows. use .the decap coprqutes only.. . -

Since the QP solver [21] solves large unconstrained nonlineaGVen o cellsi andy, the vertical alignment restriction on
optimization problems with simple bounds (lower and uppépelra: coordinates can be directly translated to the restrictions
bounds on the variables), we apply the Lagrangian relaxati8f e two decaps adjacent to them. Assuin@nd.5; are the

technique [4] which adds constraint functions into the objectii$tS Of decaps with alignment restrictions ®n,, and Xnign,
function. For each row, the nonnegative relaxation varialsle respectively. By changing the decision variables in the previous
is chosen such that - formulation to the lower and higher coordinates of the decaps,

the problem of optimization with vertical alignment cells can be
¢; = Z wi — (1= 7)) Wenip + 52 =0, i = 1--- Nyoy,  Stated as a constrained NLP as follows:

kE€row;
(14) Minimize Z(Xiow j, Xnighj) 7 =1 .. Naceap
whereS; is bounded within a small range (s&¥.1i,, /10) which Subiect ¢ X X
allows little change of total decap area within every rowBy ubjectto . > Xnigh ik = Xiow,r)
Erow;

further introducing Lagrangian variablés for each row, the .
new objective function becomes < (L =7i)Wenip =1 Nrow
Xhigh,m = Xhigh,n M,Nn €51
f =7 + Z)‘Z(’bl (15) Xlow,p = Xlow,q p,q e52

) ] 0< Xhigh,j - Xlow,j < Wmax Jj=1.. ~Ndocap
where); is unbounded ([21] can handle unbounded variables). . 4 < Xieni» Xiow i < Wenin j =1...Na
Theoretically, functiory has the same minimum as the original T e e = e oo
objective functionz [14] and the new problem size Mjecap +

oN 2) Nonstandard-Cell PlacementGiven a general layout,

as shown in Fig. 6, a simple extension of our algorithm is to
heuristically divide the problem into two NLP problems, one
optimizing in the vertical direction only and the other in the
The optimization procedure invokes the QP optimizer, arfbrizontal direction. The decision variables for the NLP in
the set of steps that are repeated during each iteration of {he vertical direction are the heights of each decap, while the
optimizer can be summarized as follows. decision variables for the horizontal problem are the widths of
1) Perform the transient simulation of the original poweeach decap.
grid circuit and store PWL waveforms of all decaps. The overall scheme can be iteratively performed as follows.

B. Optimization and Placement Scheme
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TABLE I
WAVEFORM COMPRESSIONRESULTS
Blk | Num ot € memory | CPU time | avg sens z*
decaps | (V) (MB) (sec) err% err%
T 1964 0.0 60.7 0.66 0 0
10— 14.3 0.17 0.37 0.00118
2 3288 0.0 80.9 1.10 0 0
10— 19.8 0.30 4.6e-3 | 0.00007
3 3664 0.0 930 1.25 0 0
10— 21.0 0.36 0.20 0.00023

*Z is sum of noise integrals.

TABLE I
PERFORMANCE TRADEOFFVERSUS THEV ALUE OF €

i € memory | CPU time | avg sens z”
Fig. 6. General placement. v (MB) (sec) orr% ort%

0.0 60.7 0.66 0 0
10~° 14.3 0.17 0.37 0.0012
107 13.9 0.16 1.12 0.0503
10~* 13.4 0.14 2.66 1.1390
10~° 13.2 0.13 3.14 12.385
10~* 13.1 0.13 10.4 16.301

*Z is sum of noise integrals.

The iteration stops when no more improvement for the power
grid noise can be achieved.

IV. EXPERIMENTAL RESULTS

The proposed decap optimization and placement scheme has
beenintegrated into a linear circuit simulator written in C++ and
the QP solver is applied. All experimental results are performed
on a 1.8-GHz Pentium IV machine under the Redhat Linux op-
erating system. We work on three functional blocks in an in-
dustrial ASIC design, which are referred to as Blocks 1, 2, and
3. Each of them is a 0.18m CMOS design operating under a
supply voltage of 1.8 V.

We first look at the performance of our PWL waveform com-
1) Construct the horizontal and vertical constraint graph apression technique in Table Il. For each functional block, the

cording to the given initial placement, as in [6] and [20]total number of decaps are listed in column 2. In columais,

In a constraint graph, a node represents a decap or a addifined as an upper bound for the voltage difference between the

The weight of each node in the horizontal/vertical coractual simulated value and the one approximated by the PWL

straint graph is assigned to be the width/height of thequation. When the difference excee@g), one breakpoint of

cell or decap. The horizontal constraint graph of Fig. the waveform is stored, otherwise, the point is removed. When

is shown in Fig. 7. e is zero, the waveform at every timestep is stored and the sensi-
2) Derive constraints on the amount of empty space in thigity result is the most accurate. Columns 4 and 5 show the total

X direction from every path in the horizontal constrainmemory and CPU time used during the waveforms convolution.

graph. For example, in Fig. 7, the constraint corré2olumn 6 shows the average percentage error of the calculated

spondingtopathf — 4 —5—9 — 10 — 11 — 1) is sensitivities with respect to the accurate values among all de-

wa + wg + w11 <= Wepip — (ws + wio), WhereWey;,  caps in the block. The last column shows the percentage error

is the chip width andvs andwig are constants. Using of sum of noise integrals7, which is the objective function of

QP solver, solve the horizontal constrained NLP probleour optimization problem. It can be seen that the memory and

Fig. 7. Horizontal constraint graph of the placement shown in Fig. 6.

with respect to decap widths;. CPU time reduction are each aroundk 4in all cases, the loss
3) According to the updated, reposition all of the cells and of accuracy in sensitivity is within 0.4% by average and the loss
decaps. of accuracy inZ is within 0.002%, which is negligible.

4) Derive constraints on the amount of empty space in theTable Il shows the performance tradeoff for variauslues
Y direction from every path in the vertical constrainfor Block 1. The data show a slightly greater memory and CPU
graph. Using QP solver, solve the vertical constraindine reduction asincreases, while the average percentage error
NLP problem with respect to decap heigrﬂs, of sensitivity goes to around 10% and the percentage ertdr of
5) According to the updateIEl, reposition all of the cells and goes to around 16%. In the following experiments, we cheose
decaps. as 10°°(V).
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TABLE IV
OPTIMIZATION RESULTS

Num [ Num | AVhqee VA Num [ Num | Problem | Num CPU
Block bad of (Vx of of of valid | time
nodes | nodes V) ns) | rows | decaps size decaps | (min)
1 Before | 105 974 0193 JO0.I2T [ 53 1964 | 2070 1964 | 0.90

After 0 0.176 | 0.000
Before 80 861 0230 1 0.366 | 85 3288 3458 2240 15.2
After 63 0.196 | 0.063

3 Before [ 100 828 0.222 10.649 | 132 3664 3928 3430 125
After 70 0.201 [ 0.200

Before = Before optimization; After = After optimization
*Z is sum of noise integrals.

Table IV lists the decap optimization results for the three
functional blocks. The occupancy ratig for each row of
these blocks is around 80%. Initially, decaps are uniformly dis-
tributed across each row between each cell, so that the number
of cells is roughly equal to the number of decaps. The results
in the table before optimization, therefore, correspond to this
uniform distribution of decaps. In Table IV, the second column
shows the number of nodes with noise violations (i.e., nodes
j with a nonzero value of;) before and after optimization;
the total number of nodes in the power grid are shown in the
third column. Although the power grid size of each block is
not large, as discussed in Section I-B, we emphasize that our
problem addresses a hierarchical design style in which the
whole chip is divided into smaller functional blocks, and the
decap optimization of each block is performed individuall§'g'
to fully exploit the localized nature of the noise suppression
effect of decaps. The next two columns compare the worst case
voltage drop and the sum of integral ar8&(i.e., the original
objective function) before and after optimization. Of the three
examples, the worst case (Block 3) noigd (eduction is about
one-third of the initial value, which corresponds to the uniform
distribution of decaps. The significant change in the value of
7 before and after optimization further supports our earlier
claim of the strong local effects of the decaps and the need
for a hierarchical design methodology in which decaps are
inserted into functional blocks during design rather than as an
afterthought. Column 6 shows the total number of rows in the
block. The total number of decoupling capacitors placed in the
whole block is listed in column 7. Column 8 shows the problem
Size (Vgecap + 2Nrow) for the Lagrangian form discussed inFig. 9. Voltage drop contour on the ground plane before optimization.
Section llI-A. We set the lower bound of each decap as zero
for the optimization because one can imagine that near som&@heVyq and ground contour of Block 2 are shown in Figs. 8
cells, the voltage drop is so small that no decap is requirexhd 9. The small ovals in each figure represent VDD or GND c4
The decap widths returned by the optimizer are continuoleations. In both figures, each gray-scaled color corresponds
between zero and the upper bound. The actual manufactuted voltage drop range and the number written in each color
decaps are restricted to the smallest transistor size, whichsample shows the lowest voltage drop in that range. Darker
our experiments, is assumed to be 036 (2)\). We define a colors mean larger voltage drops. It can be seen that the voltage
valid decap as one whose width is larger than Q86 Total range in theVy, plane is 1.610-1.8 and the hot spot is lo-
number of valid decaps after optimization are listed in columncated on the right side of the block. Similarly, the voltage range
of the table. We have verified that after the removal of all of th@ the ground plane is 0-0.23@, and the hot spot is located
tiny decaps (i.e., those whose widths are less than a threshota) the left side of the block. The result of the optimal cell and
the total power grid nois& and the maximum voltage drop ofdecap placement for Block 2 is shown in Fig. 10. We observe
each circuit remain unchanged. Finally, the last column listisat this placement is consistent with the hot spots of the block,
the total amount of CPU time to run each example. For eachid., larger decaps are allocated closer to the two sides of the
these three blocks, the worst case voltage drops and sum oflileck. After optimization, the voltage drop in théq plane is
integral areas are both reduced successfully. in the range of 0-0.198 and that of the ground plane is in the

8. \oltage drop contour on tHé,4 plane before optimization.

L};;m; 0
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Fig. 10. Results of the decap placement algorithm on Block 2. The d
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afig- 13. Variation of the noise metric with the occupancy ratio (Block 2).

regions represent the standard cells and the light regions represent the decaps.

Ay (1 |

Fig. 11. \oltage drop contour on thié4 plane after optimization.

o019 | 0S| oo | o | ) N

Fig. 12. \oltage drop contour on the ground plane after optimization.

range of 0-0.19%. The optimization process has judiciously
balanced the power grid voltage drop on the whole block. For

first step in power grid optimization, and can be supplemented
by other techniques to obtain a solution that satisfies the noise
constraints imposed on the design as the global grid is designed.

The noise reduction trend with respect to the cell occupancy
ratior; for Block 2 is shown graphically in Fig. 13. This exper-
iment is performed by removing some cells from each row of
the block to achieve the desired occupancy ratio. For each case,
around 10% of the total grid nodes are beyond the noise margin.
A block with lower occupancy ratios provides more empty space
for decoupling capacitors and, consequently, is easier to opti-
mize. Therefore, in Fig. 13, the noise reduction is more efficient
for cases with lower occupancy ratios than for those with higher
ones.

Our decap optimization slightly perturbs the original
timing-driven placement, and, therefore, it is necessary to see
how much the routing performance can be affected. To test this,
we performed global routing for each block before and after
optimization. In the global router, the entire block region is
divided into small tiles and the wire density on a tile boundary
is defined as the ratio between total number of wires across the
boundary and its wiring capacity. In Table V, the total number
of cells and nets are listed in columns 3 and 4. The block size
and total number of tiles used for global routing are provided
in columns 5 and 6. After global routing, the total wire length
(in terms of Manhattan distance) and maximum wire density
among all tile boundaries are shown in columns 7 and 9. As
can be seen from the percentage change in the total wire length
(column 8) and the change of maximum wire density (column
10) in Table V, the routing performance is only slightly affected
and is not always worsened. The experiments in Table V
correspond to a maximum decap occupancy ratio of 80%, and
perturbing placements to allow larger decap occupancy ratios
could cause larger changes in the routing results.

V. CONCLUSION

comparison, Figs. 11 and 12 show the voltage contour for eachrhis paper has presented an on-chip decoupling capacitor
plane after optimization. It should be noted that decap placgzing and placement scheme aimed at making the best use of
ment is not the only method for noise reduction, and that othempty spaces in the row-based standard-cell design of ASICs.
techniques such as wire widening, or increasing the densitydfe problem of decap insertion and placement has been mo-
the power grid, can be applied to further improve the power gritvated for current and future technologies, and the problem

performance. Therefore, these results that holistically reduce thes been formulated as a constrained nonlinear optimization
degree of noise violation by decap placement correspond tprablem that is successfully solved using the gradient-based QP
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TABLE V
ROUTING PERFORMANCE BEFORE AND AFTER DECAP OPTIMIZATION
Num | Num Block Tile Total Change% | Max Change%
Block of of size wire of wire wire of max wire
cells | nets | (um x um) | num | length(um) | length | density density
1 Before | 1964 | 2553 818x648 18x34 3009338 0.991
After 3011272 +0.06 1.000 +0.91
2 Before | 3288 | 5255 | 1340x1048 | 29x55 9165767 0.842
After 8944180 -2.42 0.847 +0.59
3 Before | 3664 | 7256 795x1644 | 46x33 12992807 0.984
After 13166525 +1.34 0.996 +1.22

solver. For a predesigned power distribution network, the locap1] C. zhu, R. H. Byrd, and J. Noced4lBFGS-B: Fortran Subroutines for

tion and size of each decap is updated iteratively such that the
total transient noise in the power grid is minimized, and the tech-

nique is demonstrated on several industrial designs.
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