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Post Silicon Power/Performance Optimization in
the Presence of Process Variations Using
Individual Well-Adaptive Body Biasing

Justin Gregg, Member, IEEE, and Tom W. Chen, Senior Member, IEEE

Abstract—The economics of continued scaling of silicon process
technologies beyond the 90-nm node will face significant challenges
due to variability. The increasing relative magnitude of within
die process variations will cause power-frequency distributions to
widen, thus, reducing manufacturing yields. Mitigating the effects
of these process variations can be done by using the proposed
individual well-adaptive body biasing (IWABB) scheme of locally
generated body biases. IWABB allows for highly localized circuit
optimizations with very little overhead in silicon area and routing
resources. We present two algorithms to find near-optimal config-
urations of these biases which can be applied as postsilicon tuning.
The proposed IWABB scheme can improve an initial yield from
12% to 73%.

Index Terms—Design centering, design for manufacturing, de-
sign for testability, genetic algorithms, integrated circuit design,
integrated circuit manufacture, VLSI.

I. INTRODUCTION

PROCESS variations are a growing problem for
leading-edge semiconductor manufacturers. Although

the absolute magnitude of variations in the critical dimension
(CD) is shrinking, its rate has not kept pace with CD scaling.
This means the relative magnitude of variations in the CD is
increasing. Most sources expect variations in transistor gate
lengths to be between 10%–20% of the CD by the
65-nm technology node [1], [2]. Variations in device threshold
voltages due to random discrete dopant placement and other
phenomenon are also increasing.

Process variations can be divided into lot-to-lot (L2L),
wafer-to-wafer (W2W), die-to-die (D2D), and within die
(WID) variations. In general, process variations cause the oper-
ating power and maximum frequency of manufactured dies to
vary [1], [3], [4]. The dies produced by a manufacturing process
have a distribution in power and frequency, and the increasing
relative magnitude of process variations causes a widening of
these distributions. Some manufacturers use product binning in
an effort to boost yields in light of these distributions. However,
this is only side-stepping the problem of wide operating param-
eter distributions caused by process variations. The effects of
process variations need to be mitigated in order to tighten the
operating parameter distributions.
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Adjusting the body bias applied to FETs on a die is a very
effective way of modifying its operating parameters. The body
bias can be optimized during post-fabrication test or dynam-
ically adjusted during runtime. Such adaptive body biasing
(ABB) methods have been employed in circuits to reduce power
consumption [5], increase performance [6], [7], and improve
manufacturing yields [8], [9].

The same concept can be applied to supply voltages. Adaptive
supply voltage scaling (ASV) schemes are an effective way to
perform power-performance tradeoffs. The use of ASV schemes
has gained more momentum recently [10], [11]. It has been
shown that ASV can be used during postfabrication testing to
improve product binning yields with comparable effectiveness
as ABB schemes [12]. ASV only requires changing the fixed
supply voltage to an adjustable one, and the addition of opti-
mization time during postfabrication testing. Combing ASV and
ABB can also be very effective [13] at increasing yields.

Most of the existing ABB methods use a single body bias for
NFETs and PFETs , and a uniform supply voltage

across an entire die. In this way they are able to ad-
dress L2L, W2W, and D2D variations. However, WID varia-
tions are becoming more significant than the others, making
such schemes less effective [1].

To address WID variations, optimal body biases must be ap-
plied on a smaller scale within each die. The WID-ABB scheme
presented in [14] applies optimal body biases at a subcircuit
level. It requires a replica critical path, phase detector, counter,
R-2R ladder D/A converter and op-amp for each subcircuit
controlled by the scheme. All this additional circuitry makes
for a large increase in silicon area compared to a chip without
this scheme. Also, the spatial granularity of WID variations
addressed by this scheme is limited by the size of this circuitry;
e.g., variations that occur within the true critical path but not
in the replica critical path cannot be corrected. The scheme’s
effectiveness could also be influenced by the location and
orientation of the subcircuit and its WID-ABB circuitry.

We present a locally generated body biasing scheme that
requires much less overhead than the WID-ABB scheme pre-
sented in [14]. Different biases can be applied on a well-by-well
basis to reduce the impact of WID variations without the need
of replicated critical paths. While WID-ABB optimizes biases
for single circuit blocks, the proposed method applies near op-
timal biases from overall die performance. Two implementation
options are presented to produce local well biases: one using
floating wells, and the other using a small voltage divider to
locally generate well bias voltages. In order to accurately model
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small variations in several FET parameters, all SPICE models
included extra components to account for leakage currents
and were validated using silicon data. These simulation results
show that the most effective individual well-adaptive body
biasing (IWABB) scheme is capable of tightening frequency
and power distributions in two test circuits, thus, increasing the
binning yield from 12% to 73%.

Even though the 2003 International Technology Roadmap for
Semiconductors projects the use of ultra-thin body, fully de-
pleted silicon-on-insulator (SOI) processes by 2008 [15], the
IWABB scheme is not suitable for such processes due to the lack
of body contacts. It is well known, however, that such SOI pro-
cesses involve additional manufacturing complexity which can
adversely affect manufacturing yields [15]. Interim solutions,
such as IWABB, can be used to extend the useful lifetime of
bulk CMOS processes by mitigating the effects of process vari-
ations until these problems with SOI processes are resolved.

Section II describes the two different IWABB circuits for pro-
ducing locally generated body biases and the optimization of
these structures. The sizing of this IWABB circuitry is crucial to
its effectiveness in mitigating WID variations. By adding either
circuit implementation to each well, near-optimal body biases
can be applied to individual wells across an entire die. Optimiza-
tion of these biases is done during postmanufacturing test using
an external search algorithm. Two such algorithms are presented
in Section III. Two test circuits and a simulated manufacturing
process used to test IWABB are shown in Section IV. Yield
improvement results for the two implementations and two al-
gorithms from the simulated manufacturing process are shown
in Section V. Conclusions on the effectiveness of the IWABB
scheme and the two algorithms is in Section VI.

II. CIRCUITRY

High-performance digital circuits usually employ standard
dynamic and/or static logic blocks as well as memory and
analog blocks. Normally, the well voltages for the logic blocks
are connected directly to power supply voltages—n-wells to

and the p-well substrate to . With ABB schemes, FET
bodies are instead attached to a separate external or on-chip
power supply distributed via a grid. That is, n-wells are tied to
a separate grid and the p-type substrate is tied to a grid.
Since very little current is needed in these supply grids, they can
be constructed of minimum sized wires. Nonetheless, adding
these grids can be costly in routing resources. Another problem
is that the functionality of the analog and memory blocks (e.g.,
SRAM cells) are sensitive to substrate biasing. Therefore,
using biasing would require isolating such elements in
separate p-wells. This requires a triple-well process. Due to
the expense involved with a triple-well process, our IWABB
investigations focus on biasing. biasing is included
only for comparison to other ABB schemes.

The simple IWABB circuit structures are shown in Figs. 1 and
2. They allow each n-well bias voltage to be either a chip-wide
bias (e.g., , dynamic ) or a locally generated bias. There
are two methods to generate this local bias. The floating well
method (Fig. 1) uses only a pullup PFET to provide the choice
between a chip-wide distributed bias and a floating n-well. The
voltage divider controlled well method (Fig. 2) adds the option

Fig. 1. Well voltage control structure for floating well IWABB method.

Fig. 2. Well voltage control structure for voltage divider IWABB method.

of applying a predefined locally generated voltage to each
well. In each method, correctly sizing the FETs in the IWABB
circuitry is crucial since they determine the effectiveness of
IWABB. Sizing of these FETs is dependent on the overall size
of the PFETs in the n-well, their switching polarity and activity
factor, as well as the process technology used. The choice
between these methods must be done at design time. These two
methods and the factors influencing the sizing of their FETs are
described in the following sections.

A. Floating Well Method

The floating well method is the simpler IWABB implemen-
tation. A single control signal controls the pullup
PFET for each n-well. This signal is generated from a scan-chain
latch block. When the pullup PFET is conducting, the well is
tied to a chip-wide distributed bias . This voltage can be
the same as , or a separate static or scalable voltage. When
the pullup is nonconducting, the n-well floats. Floating a well
causes the well voltage to be determined by the capacitive cou-
pling between all the PFETs in the n-well. The actual voltage is
dependent of the switching conditions and outputs of the PFETs
in the well. This also allows for significant voltage bounces at
the body of PFETs in the well.

Accurate simulation of this well bounce requires modeling
the well parasitics to account for the effects of these body
bounces. Well parasitic resistance and capacitance are
usually ignored until final layout verifications. However, these
properties can play an important role in circuit operation. Most
of the time it is assumed during circuit design that PFET bodies
are tied directly to an ideal voltage source. This makes for very
consistent transistor operation since the body voltage does not
bounce when the transistor or one of its neighbors switches.
However, the actual body voltage contact is not ideal and is
located a finite distance from the transistor. The connection to
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Fig. 3. Inverter chain test circuit to investigate body voltage bounce when
n-well parasitic resistance and capacitance are included.

Fig. 4. Body voltage in the inverter chain shown in Fig. 3 with the n-well biased
to 0.8 V by an ideal source,W =W = 1�m and the NFETs appropriately
sized to balance the inverters.

the voltage supply is shielded by the parasitic and of the
n-well. This shielding allows transistor body voltages to bounce
significantly when a transition occurs. When a well is allowed
to float, its voltage is heavily dependent on these parasitics. To
exemplify this well bounce and determine its relative magni-
tude with different well ties, a simple inverter chain (Fig. 3) in
a commercial 90-nm CMOS process is simulated through two
transitions. The well parasitics are modeled with a distributed

equivalent to a well contact located half the maximum
allowed distance from the transistor bodies.

Using the circuit in Fig. 3 with different well ties, we can
investigate how this well bounce affects circuit performance.
The sizing of the pull-up transistor is crucial since it supplies
the n-well bias from the chip-wide source. It needs to be wide
enough to effectively tie the well voltage to the applied bias even
when transistors in the well switch, causing a bounce on the well
voltage. Fig. 4 shows the voltage at the PFET bodies as
the transitions occur. The well contact is tied to an ideal 0.8 V
supply which is approximately equivalent to the voltage on a
floating well. To model an n-well with several gates switching
nearly simultaneously, both PFETs are 1 m wide. There is
about 150 mV bounce on as each gate switches. The re-
covery time from such bounces is simply the time it takes for
current from the well contact to charge the parasitic well capac-
itance through the parasitic well resistance. If there is another
transition before the body voltage is fully recovered, body ef-
fect causes a shift in threshold voltage of the transistor
that tends to favor a change in the output. By taking advantage

Fig. 5. Change in total inverter chain (Fig. 3) delay from the ideal 0.8-V source
biased n-well to floated n-well (d �d )=mean(d ) for varying
W and W .

of the self biasing nature of the n-well caused by the capacitive
coupling between transistors, the body bias can be dynamically
adjusted to always favor the next transition.

This effect is exactly what is referred to in SOI technology as
floating body transient effects [16]. In general, these effects
account for a significant part of the speed advantages SOI pro-
cesses have over bulk CMOS [17]. Floating an n-well in a bulk
process is slightly different from SOI in that the well voltage
is controlled by the current and previous states of all the tran-
sistors in the same well instead of just a single transistor. This
fact actually gives added control over the body bias since the
probabilistic ratio of up switching to down switching transistors
can be adjusted during design. Even without this well switching
analysis, the performance advantage of floating wells exists.

Fig. 6 compares the bounce in at as the width of
PFETs in the inverters vary with three different well biasing op-
tions: connected to an ideal 0.8 V source; connected to a 1.0- m
-wide, minimum length pullup PFET; floating. The floating well
has a steady-state voltage of approximately 0.8 V, so the other
biasing options tie the well to this same voltage. As the PFET
widths are varied the NFETs in the inverters are scaled to keep
each gate balanced, the parasitic well is increased, and para-
sitic well is decreased, proportionally. In Fig. 6(a), the n-well
is connected to an ideal 0.8-V source. The bounce is only
strapped to within several hundred megavolts. Fig. 6(b) shows
a 1.0- m wide, minimum length pullup transistor is able to ac-
complish nearly the same strapping. Based on Fig. 6, a 1.0- m
minimum length pullup FET can act as switch between a chip-
wide bias and a locally generated (self-regulated or voltage di-
vider supplied) well bias.

Finally, Fig. 6(c) shows the fully floating well exhibits ap-
proximately a 30% larger bounce compared to the ideally con-
nected well in the worst cases. While this added bounce may
seem rather significant (and frightening), it can be useful in
terms of added performance. Fig. 5 shows the inverter chain
delay benefits from the additional bounce. The floating n-well
configuration yields about a 2% decrease in delay due to floating
body transient effects over a similarly forward-biased n-well
configuration. These effects can only be realized when the body
of FETs bounce due to switching events.

Combining the results from Figs. 5 and 6, the smallest benefit
to delay comes when the ratio of up to down switching PFETs
in the well is close to 1. The floating body transient effects are
greatest when the bounce in is greatest, which occurs when
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Fig. 6. Comparison of body voltage bounce V in the inverter chain shown in Fig. 3 for varyingW andW with the n-well (a) biased to 0.8 V with an ideal
source (b) biased to 0.8 V with a 1.0-�m wide, minimum length pullup transistor (c) floating.

all the PFETs in the well switch at the same time. Having all the
PFETs in a well switch at the same time is not feasible, though.
For random logic averaged over time, the switching ratio will be
near one. However, grouping critical path logic in such a way
to maximize coincident switching during crucial events may be
a way to close timing on trouble paths. One could also group
critical path PFETs with large dummy PFETs that switch at the
same time in order to realize the transient speed effects. The
designer would need to consider how much bounce is ac-
ceptable for the design, though.

Another consideration in the sizing of the pullup FET is the
leakage through the pullup when it is turned off to allow the
well to float or be controlled by the voltage divider. When the
pullup is turned off, the source-body PN-junction is slightly
forward biased, and, thus, will leak. There is also significant
source-to-drain leakage in this process. This leakage current is
primarily determined by the pullup transistor length , the
pullup transistor width , the n-well bias voltage applied to
the source of the pullup , and the well voltage at the body
contact. If the pullup transistor is too short, the leakage through
it can actually charge the floating or voltage divider controlled
well. The leakage current can be substantial since increasing
increases , , and making the PFET and source-body
PN-junction more conductive. As the n-well bias voltage in-
creases, current leaking through the off pullup will increase the
well voltage. This increase causes a reduction in the static power
consumption of the transistors in the well. However, the increase
in pullup leakage power can be more than the static power de-
crease in the well, causing a net increase in power consumption.

The solution to this leakage is twofold. First, avoid large dif-
ferences between and . Second, reduce the pullup tran-
sistor’s by increasing its . Fig. 7 shows the floating
PFET body voltage at of Fig. 3 with a 1.0- m-wide
pullup PFET. The length of the pullup varies from one to three
times the minimum and the n-well bias voltage varies
from 1.08 to 1.18 V. When the pullup is and the n-well
bias is 1.18 V, the floating body voltage is almost 70 mV above
the normal 850 mV. Increasing the pullup length reduces this
leakage-induced increase, and makes the FET more im-
mune to process variations. The change only marginally reduces
the pullup’s voltage strapping effectiveness. To compensate, the

Fig. 7. Floating PFET body voltage at of Fig. 3 with a 1.0-�m-wide
pullup PFET. The length of the pullup varies from one to three times L ,
while the n-well bias voltage varies from 1.08 to 1.18 V.

width of the pullup can be increased, but this was determined to
be unnecessary.

When the pullup FET is off, the floating well voltage is de-
termined primarily by the polarity of the transistors in the well.
If a majority of the PFETs in a well are conducting (weighted
by their widths), the well will tend to float at higher voltage
than a well with more nonconducting PFET width. In order to
achieve optimal floating well voltage, one could group PFETs
into n-wells such that the most common well polarity gives a
voltage near an optimal point. This can prove to be a difficult
task since it depends on the number of PFETs in each n-well,
the most common output of each PFET, each PFET’s location
in each n-well, the separation distance between each PFET, and
the width of each PFET. However, even with a grouping based
on proximity (the normal method), floating wells can have a sig-
nificant effect on circuit operating parameters.

B. Voltage Divider Method

By adding a voltage divider to the simple pullup circuit
(Fig. 2), the choice of a specific locally generated bias is added
to IWABB. In this configuration, the well bias is controlled
by and , and the scan-chain latch block
generates these such that . These signals
control the pullup PFET and the voltage divider. As before, the
pullup PFET connects the well to a chip-wide distributed bias
which can be a scalable or fixed or a scalable from
an on-chip or external source. The voltage divider supplies a
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Fig. 8. Voltage divider sizing tests based on (a) steady-state V and (b)
voltage-divider static current with 16-�m switching inverter in the n-well for
varying voltage divider component lengths.

predefined, locally generated bias determined by the relative
sizing of its PFETs.

The sizing of the voltage divider FETs can be chosen based
on an energy-delay-product analysis. The optimal well
voltage is process and circuit dependent, and can be determined
by examining the total power and delay of the circuit with
varying well voltages. Fig. 9(b) shows the circuit delay, ,
power-delay product and as a function of

for the circuit in Fig. 3. The minimum in the curve
at about 850 mV represents the optimal n-well biasing point
for this circuit and process [18]. This biasing point gives the
optimal tradeoff between performance and power. Biasing at
any other point would diminish the effectiveness of IWABB.
Biasing at this voltage can be generalized to be near-optimal
for other circuits. Circuits with process variations causing gen-
erally longer (shorter) FETs may have lower (higher) optimal
bias voltages.

In the voltage-divider circuit, the well voltage is determined
by the ratio of the lengths of the transistors in the voltage di-
vider. This makes it possible to tune the well voltage to the op-
timal point without having to carefully group the PFETs based
on switching polarity. The total length of the transistors in the
voltage divider determines the static short-circuit current when
the voltage divider is on. This power would need to be budgeted
for the chip. This circuit structure is intended for use in high per-
formance microprocessor designs. The static power dissipated
by each conducting voltage divider represents a power-perfor-
mance tradeoff. The additional power makes using this circuit
in extremely low power designs undesirable. In general, since
the voltage divider will not have to source much current, the
voltage divider power dissipation can be on the order of 2 ,
and therefore, not be a major concern in overall chip power.
For a large chip with PFETs divided into n-wells, this
amounts to about 0.02 W. Given the power budget of modern
microprocessors is beyond 100 W, this is only 0.02% of the
overall power budget. Of course, this is an absolute worst case
with all voltage dividers on. In a real implementation, less than
half of the voltage dividers would be on at any time. The power
needed for these local bias generators is much less than that re-
quired for a full voltage generator.

The width of the voltage divider FETs can be at the minimum
allowed by the process as long as the total length is adjusted to

Fig. 9. (a) P and f versus V with activity factors of about 7% and 20%.
(b) Circuit delay, P , PDP, and EDP with varying V .

allow sufficient current to flow in the divider. This static cur-
rent needs to remain above a certain level in order to charge
the well capacitance during a switching event. To determine the
correct lengths of the voltage divider FETs, Fig. 8 shows the
well voltage and voltage-divider current with respect to the two
lengths. Lengths that achieve a well voltage of about 850 mV
and a divider current of 2 were chosen.

C. Well Activity Factor

One major consideration for both methods is the effect of
changing the bias for the well. The total power change in the
well caused by a change in the n-well bias voltage is deter-
mined by several factors including the overall size of the well,
the voltage at the body of the transistors in the well, and the
activity factor in the well . The final factor in this is very
important since it can govern whether individual well biasing is
beneficial. Since body biasing mainly changes the static power
of FETs, if of a well is too low (there are too few switching
FETs in the well for a given time period) then forward biasing
the n-well will cause a large increase in the static power. In
such a case, the static power dominates the total power, making
the increase due to forward biasing very pronounced. However,
since is exponentially decaying with respect to a reverse
bias in , increasing causes a progressively smaller de-
crease in the static power. These trends can be seen in the low
activity curve in Fig. 9(a). With a larger , the total power
is increasingly dominated by the dynamic power component.
Therefore, forward biasing a well only marginally increases the
total power. By observing the curves in Fig. 9(a), the slopes
represent this concept in terms of power-performance tradeoff.
The curve has a significantly steeper slope than the

curve. This shows that forward and reverse biasing
have a better power-performance tradeoff with higher activity
factors. The activity factor for a well could be controlled by in-
telligently grouping FETs, but again, this would be difficult. The

of a well just needs to be considered for small wells or wells
where many of the FETs are inactive. Neither of these cases
should exist in most critical paths. However, even if there were
such ill-behaved wells on the critical path, the algorithms dis-
cussed in the next section would detect them, and never chose
them to have a large forward or reverse bias.
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TABLE I
IWABB BIASING MODES

D. IWABB Methodology and Modes

Combining scalable supply voltages with either circuit
method makes for a versatile biasing system. The scalable sup-
plies can be used, as in ABS and ASV schemes, to address L2L
and D2D variations while the IWABB structures are used to
address WID variations. Since the IWABB structures can only
increase speed and power, the chip-wide biases can be used to
make dies underperform slightly. The IWABB structures then
increase the performance by addressing problem paths at the
individual well level. While the WID variation control provided
by the proposed structures is essentially on or off, it is on or
off for each well on the die. For a typical microprocessor, this
yields levels of WID control for each die.

We have defined several different IWABB biasing modes
shown in Table I. Modes with labeled with VDIV refer to using
either of the locally generated well biasing methods (voltage
divider or fully floating). The last three IWABB modes do not
use the previously detailed IWABB circuitry and are included
for comparison to ABB and ASV schemes. Each different mode
requires a different amount of overhead. The first overhead,
discussed previously, is the additional silicon area needed
for the voltage divider and pullup PFETs in each IWABB
controlled n-well (Fig. 2). Since this circuit encompasses both
well control methods and the total added area is small, it can be
added regardless of the method used. This area overhead occurs
for all modes with VDIV. Next, each adjustable bias requires
one on-chip or external power supply. An additional power
supply grid is also need to distribute in modes using NWB.
There is no addition grid routing overhead for since its grid
is already present. The final overhead for IWABB is the addi-
tional postmanufacturing test time needed to find near-optimal
biasing configurations. Modes with more “knobs” require more
test time. This final overhead can be the most significant factor
in total IWABB cost and is explained further in Section III.

Overall, the additional circuitry needed to implement the
VDIV mode requires less than a 0.01% increase in silicon area,
including the well voltage controls, the added inverters and
scan-latches. Including a scalable supply voltage to implement
a more advanced mode would require the inclusion of the area
needed for the each supply generation circuitry. For the IWABB
modes described, this is a maximum of two supply generators
(for the VDIV NWB VDD mode) for any number of
controlled wells. Typically the range for near-optimal
is small, and the fine grain control of the IWABB structures
allows the supply generator accuracy to be relatively poor. This

simplifies the design of and minimizes the area used by the bias
generation circuit. In comparison, the WID ABB scheme
of [14] requires an additional generator for each controlled
path. Beyond that, the proposed method does not need the
replicated path or detection circuits to determine the optimal
well biasing. Instead, this method relies on external algorithms
described later, to detect WID variations and mitigate their
effects through the IWABB circuitry. The external algorithms
control the IWABB circuitry via a standard scan-chain latch.
The small area overhead of IWABB allows the circuitry to be
added to every n-well on a chip, giving IWABB the maximum
control over process variations.

III. ALGORITHMS

After the IWABBcircuitry is added toadesign, thechip isman-
ufactured. Then during postfabrication test, each die can be con-
figured with its own optimal biasing configuration. The number
of possible biasing configurations these IWABB modes provide
grows exponentially with the number of n-wells. It is also a func-
tion of the biasing resolution used for the adjustable voltage sup-
plies. With more possible configurations, IWABB can be more
effective at mitigating small WID process variations. However,
morepossibleconfigurationsmakesforalargerspacetosearchfor
the optimal biasing configuration. Even with only a small number
of n-wells, the search space grows large enough to make an ex-
haustive search intractable. For this method to scale to large cir-
cuits, intelligent, nonexhaustive search algorithms must be used
to find near-optimal biasing configurations.

Such an algorithm is run on each die during postmanufacturing
test, and its output is the near-optimal biasing configuration for
that particular die. This configuration is stored and then shifted
intoascanchainduringstartupfromanexternalEEPROMorsup-
port processor. Such startup parameter controllers are becoming
more common in high performance microprocessors.

Design of search algorithms tailored to this relatively pre-
dictable problem space is crucial to making the IWABB scheme
work. The use of single-objective search algorithms is one way.
The objectives of optimization is the overall circuit operating
power and maximum frequency . This 2-D objective
space can be reduced to a single objective by providing target
objective points and . These target points are picked
a priori and can be thought of as target yield or product binning
points. The search algorithms’ objective is to find for each die
a biasing configuration such that and .
To accomplish this, the algorithms attempt to minimize the dis-
tance in the 2-D objective space between the points
and until such a condition is met.

One algorithm tested is a hybrid single-objective evolutionary
algorithm (soIWABB). The second is a gradient-local random
hill climber (gIWABB). Both algorithms encode the parameter
space with four variables. One is a string of binary values
representing the signal for each n-well. The others
are real valued numbers representing the different possible bias
voltages , , and . The necessary biasing resolution for
the real valued parameters was found to be 30 mV. Larger bi-
asing resolutions make the IWABB system significantly less ef-
fective. The two search algorithms are detailed in the following
sections.
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TABLE II
SOIWABB ALGORITHM PSEUDOCODE

A. soIWABB

The soIWABB algorithm uses a single-objective evolu-
tionary algorithm hybridized with heuristic information on
the predictable search space this problem presents. The space
is predictable in that increasing the forward biasing of some
PFETs on the critical path of a circuit will undoubtedly in-
crease both and . Similar generalizations can be made
about other small biasing changes. Using this information in
the search algorithm adds an aspect of parameter-space hill
climbing since the algorithm can know which direction to
change a parameter to improve the objective.

The pseudocode for the soIWABB algorithm is shown in
Table II. Lines 1–4 are for initialization. Lines 5–6 are test
evaluations used to generate gradient and sensitivity informa-
tion to supplement the heuristics discussed previously. This
information can determine which bias is most effective at
reducing or increaseing . Lines 7–16 involve the initial
population generation. This is where most of the heuristics
are employed. soIWABB attempts to generate a population of
configurations that is very close the target objective points by
using the gradient and sensitivity information. Lines 17–23
then fine tune configurations in this population with a simple
evolutionary algorithm. The function uses a single
tournament selector. The function uses a weighted
uniform crossover for the binary n-well bits, and a intermediate
crossover for the real valued parameters. The function
makes small random changes to the biasing configuration at a
rate of about . The function simulates the
configuration using SPICE and returns an objective value based
on , , and .

B. gIWABB

The gIWABB algorithm makes more use of gradient and sen-
sitivity information by calculating it for each n-well indepen-
dently. Since the n-wells are independent, their effect on the
objective parameters is nearly independent. Therefore, the effect
of using voltage divider controlled n-wells follow vector addi-
tion in the 2-D objective space of . This niceness of

TABLE III
GIWABB ALGORITHM PSEUDOCODE

the parameter-objective space mapping combined with gradient
information from each n-well makes finding a near-optimal bi-
nary n-well configuration very easy. The gIWABB algorithm
then uses a local random walk to tune the real valued compo-
nents of the biasing configuration. As in soIWABB, the use of
basic heuristics allows the random walk to exhibit hill climbing
tendencies.

Table III shows the pseudocode for gIWABB. Lines 1–3 are
for initialization. Gradient information for each n-well is cal-
culated in lines 4–8. The algorithm moves to the near-optimal
binary n-well configuration in lines 9–14. Lines 15–28 are the
random walk using heuristic hill climbing. gIWABB uses the
same function as soIWABB.

C. Algorithm Complexity and Test Time

In a real implementation, the functions would be
done by applying a vector set to the die in order to get a determi-
nation of and . The tester would determine the next bias
configuration by running one of the algorithms described. This
would be repeated until a predetermined time limit or a good
configuration was reached. This
process is depicted in Fig. 10. In order to reduce the amount
of test time this requires, several procedures can be modified.
First, as discussed previously, the number of wells to which the
IWABB circuitry is added can be limited to only those on major
critical paths. Doing so would reduce the search space exponen-
tially. Second, the vector set in the function could be a
reduced set which provides only an estimated and . After
a near-optimal bias configuration is chosen by the algorithm, a
full vector set would be run to verify the die’s operating pa-
rameters. This would reduce the amount of time each
function requires. Finally, the maximum allowable test time for
any die can be limited.

Even without all of these test time limiting procedures, the
impact to the test time is small. Both algorithms described are
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Fig. 10. IWABB postmanufacturing test process.

able to consistently converge to a near-optimal solution in a
number of iterations on the order of the number of n-wells in the
circuit. Note that it is well accepted that evolutionary algorithms
like the one in soIWABB scale nearly linearly with problem size
[19]. It can be easily shown that the gIWABB algorithm scales
linearly at best. Therefore, a design with n-wells, with a test
suite of vectors running at 1 GHz would require approxi-
mately ten additional seconds on the test bench. If a reduced set
of vectors were used, and a subset of wells optimized, this could
easily be reduced to well under 1 s.

Finally, tuning of the parameters used in these algorithms
could change their effectiveness and speed. For example, e.g.,
the population size and mutation rate in soIWABB, and the
weighting of the random choices in gIWABB. However, doing
such testing with simulations has proven too time consuming.
Experiments with tuning will be done when the algorithms can
be run with real silicon.

IV. EXPERIMENTAL SETUP

Two test circuits from a microprocessor design were used in
our experiments. Both are designed using a 90-nm commercial
n-well CMOS process. First, , is a pure static logic
data path. Second, , contains an interface logic block
between the integer execution unit and cache from a high-end
64-bit microprocessor. It consists of mostly dynamic logic.
n-wells for each circuit are constructed based on groupings of
functional blocks. Geographic proximity of n-wells is based on
the logical separation in a functional flow diagram.

For both circuits, the IWABB circuitry was added to each
n-well. A distributed model was placed between each PFET
body and the IWABB circuitry to model parasitic n-well capaci-
tance. The size of the parasitic RC was based on the assumption
that the PFETs were uniformly distributed across the n-well up
to half the maximum allowed distance from the body contact on
the IWABB circuitry.

A simulated manufacturing process was developed in order
to produce the well accepted geographically correlated random
variations in . The values of for all the dies forms a

-variate normal distribution centered on each FET’s drawn
length , with a covariance , where is the number of
FETs and is based on geographic proximity

(1)

This can be reduced, as shown in (1), to a -variate normal dis-
tribution centered on 0 with a correlation based on proximity.

Fig. 11. Pre-IWABB die distributions and product binning target yield points.

The structure of is such that variations are highly correlated for
geographically close FETs in the same logic block, while varia-
tions of widely separated FETs are not correlated. Based on this
distribution, 100 unique dies were produced for each test cir-
cuit using a value representative of variation of all parameters
from the available process information. Fig. 11 shows the ini-
tial operating parameter distributions for each circuit. The figure
also shows the target objective or yield points chosen to model
a product binning structure.

After the simulated manufacturing process, each algorithm
was run in all the biasing modes for each yield point and for
both locally generated well biasing methods. The algorithms’
output is the best configuration found for each die for the given
mode and initial yield. Based on this output, a final yield can
be calculated by counting the number of dies in the acceptable
region defined by the yield point.

V. EXPERIMENTAL RESULTS

In addition to the 100 dies produced for yield improvement
analysis, four test dies were made that had simple patterns of
variations. The patterned variations made it possible to imme-
diately identify the optimal n-well binary configuration. These
test dies were used to test each algorithm’s ability to find this
known optimal solution. Given a suitable yield point, both algo-
rithms were able to find the optimal solution. This showed that
both algorithms can find near-optimal solutions.

In order to compare the effectiveness of all the different
modes, algorithms, and methods, the metric of yield improve-
ment was used. Yield improvement is the difference between
the yield with no IWABB modifications and the yield after
near-optimal IWABB biasing configurations are found by one
of the algorithms. First, we summarize the comparison between
the different locally generated well biasing methods. Next, the
yield improvement is summarized for each algorithm.

A. Locally Generated Well Biasing Methods

Fig. 12 shows the yield improvement results for the floating
and voltage divider controlled well biasing methods. For the
sake of clarity, only the results from soIWABB in the VDIV
mode for are shown. The floating well method only
produced a small improvement for all initial yields. However,
the voltage divider controlled well method effected significant
yield improvements across the higher initial yields. It was
able to improve the 15% initial yield to 45%. The results
from were nearly indistinguishable between the two
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Fig. 12. Comparison of yield improvement from fully floating and voltage di-
vider controlled n-well IWABB methods on test cir1.

methods. Neither method was able to produce a significant
improvement without additional adjustable biases on .

It is clear from Fig. 12 that the floating well method is inferior
to the voltage divider method. This is due to the complete lack
of well bias optimizations for the floating well method. As dis-
cussed, the switching ratio of the PFETs in each well could have
been intelligently chosen through grouping or adding dummy
PFETs. This would have allowed for statistically choosing the
floating well bias. Instead, the n-well grouping was left to only
those presented by logical-block divisions and n-well sizing.
This grouping, and the low PFET count per well, caused the
normal floating n-well voltage to fall around 900 mV. Being
far above the optimum bias, this bias caused the PFETs
in floating wells to have increase leakage, without a significant
improvement in performance. Therefore, the algorithms tended
to not float very many wells, thus never improving the yield.
Based on this, only results from the voltage divider method are
shown in the following analysis. The floating well method still
holds merit, but further investigations into well grouping opti-
mizations is needed. It is conjectured that given wells containing
large numbers of FETs with effectively random switching pro-
files, the floating body method would be similar in effectiveness
to the voltage divider method.

B. soIWABB

Fig. 13 shows the yield improvement results from
the soIWABB algorithm. The VDIV NWB VDD and VDIV

VDD modes are basically even for all the yields, but VDIV
NWB VDD is slightly better. NWB VDD performed very
well when the initial yield was high, improving the yield from
32% to 83%, though it performs worse than DWB in other ini-
tial yields. VDIV NWB and VDIV both give a moderate im-
provement for the better initial yield points. The VDD mode is
not able to improve any die beyond the initial yield. In general,
the performance of all the modes are similar on the lowest ini-
tial yield, but the more effective modes quickly improve with
increasing initial yield.

The yield improvement results from soIWABB
are shown in Fig. 14. The mostly dynamic structures used in

mean most of the circuit is made of NFETs. This
can make biasing significantly less effective at changing
the operating parameters of the circuit. The general ordering

Fig. 13. soIWABB test cir1 yield improvement plot.

Fig. 14. soIWABB test cir2 yield improvement plot.

Fig. 15. gIWABB test cir1 yield improvement plot.

of the different modes is similar to the results.
Even though the yield improvements seem lower than those
achieved on , they are still quite significant. The
VDIV NWB VDD mode is able to double the 46% initial
yield, and is able to increase the 28% initial yield to 68%.

C. gIWABB

The yield improvement results from gIWABB are
shown in Fig. 15. The VDIV NWB VDD mode outperformed
all other modes, improving the 12% initial yield to 73%. VDIV

VDD, NWB VDD, DWB all performed about the same, but
DWB performance flattened out in the best initial yield. VDIV

NWB and VDIV are about even in third place, with VDD
performing the worst.
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Fig. 16. gIWABB test cir2 yield improvement plot.

Fig. 17. Initial and final test cir1 die distributions.

The gIWABB yield improvement results for are
shown in Fig. 16. Again the general ordering of the different
modes is similar to the results. While there is a
significant yield improvement, the results are lower than those
achieved on . The VDIV NWB VDD mode is able
to nearly double the 46% initial yield, and is able to increase
the 12% initial yield to 42%.

These yield improvements happen because the near-optimal
biasing results for each die tend to cluster the distribution of
operating parameters. For example, the algorithms’ outputs re-
duce the spread of the die distributions by countering the ef-
fects of D2D and WID process variations. Fig. 17 shows an ex-
ample of the final objective space distribution of dies
from gIWABB using the VDIV NWB VDD mode. It shows
IWABB’s ability to reduce on some dies and raise on
other dies. Plots of resulting distributions using the soIWABB
and other modes or yields strongly parallel this one.

VI. CONCLUSION

By comparing IWABB’s general ability to improve yield be-
tween the two circuits, one can see that IWABB is less effective
on . This can be explained by three factors. First, the
inclusion of large driver PFETs in some of the n-wells makes
forward biasing those wells cause a substantial increase in .
Other PFETs in the same n-wells are in the critical path, so the
performance of the circuit would greatly benefit from such a
forward bias, yet the power-performance tradeoff is unfavor-
able. This causes the algorithms to tend to do nothing to these
n-wells, which does not improve the yield. Second,

TABLE IV
AVERAGE YIELD IMPROVEMENT FOR EACH BIASING MODE

has over four times the number of PFETs, but only one addi-
tional n-well. This gives IWABB significantly less granularity
in addressing WID variations. Finally, the dynamic structures in

generally have a lower stacking factor than the static
structures in . This makes the increased leakage cur-
rent caused by forward biasing have a greater effect on .
This final problem is inherent in dynamic circuits, and makes
the value of dynamic circuit structures in sub-90 nm processes
questionable as a candidate for use with ABB schemes. Further-
more, the use of dynamic circuits in sub-65 nm will be severely
limited due to their higher leakage and lower noise margin. The
shift toward more static logic designs with equal numbers of
NFETs and PFETs will tend to make ABB schemes, including
IWABB, more effective.

Since the general ordering of the effectiveness of the IWABB
modes is similar between the circuits, we will focus that
discussion on . To ease comparison of the different
algorithms and modes, Table IV shows the yield improvement
each algorithm produces averaged across all yield points on

. The best performing mode for each algorithm is
shown in bold. It is clear that both algorithms produce similar
yield improvements for each mode. This means that the algo-
rithms are able to find biasing configurations of similar quality
regardless of initial yield or mode.

Table IV shows that the VDIV NWB VDD mode is
the most effective at improving yield and VDIV VDD is
close behind. However, the cost associated with implementing
these modes is quite different. Both methods require the sil-
icon area overhead of the IWABB circuitry, the routing over-
head of its control signals and scan chain, and an adjustable
supply voltage. On top of that, VDIV NWB VDD requires
a second adjustable power supply along with another distribu-
tion grid. The small increase in yield improvement offered by
VDIV NWB VDD does not outweigh this additional cost
of implementing it. For this reason, VDIV VDD is the best
IWABB mode regardless of the search algorithm used to imple-
ment it.

Choosing between the algorithms would depend heavily
on the implementation in the postmanufacturing test suite,
the number of wells IWABB is used in, and the amount of
additional test time which is deemed acceptable. Further
optimization of the algorithms may result in one scaling to
larger problems significantly better than another. Also, use
of a high-level learning algorithm in addition to the search
algorithm could dramatically improve the efficiency of both
algorithms. Choosing these options presents a yeild-test cost
tradeoff.
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Overall, the VDIV VDD mode in IWABB is able to im-
prove an initial yield of 12% to 73%. It is able to do this with less
than a 0.01% increase in silicon area, a small increase in routed
nets, and a limited increase in test time. As the relative magni-
tude of process variations continues to increase, to the detriment
to manufacturing yields, schemes like IWABB will be invalu-
able for mitigating their effects and improving yield.
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