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Studying GEMS:
1. GEMS is simulated based on simics (a virtual machine for Linux).

2. The memory system is implemented by Ruby (also the internal testers) and the processor model is implemented by Opal (Out-of-Order SPARC processor simulator).

3. GEMS is dependent on SPARC processor; independent of OS.

4. The run time of GEMS could be very slow.

Studying PThreads:

1. Pthreads is short for POSIX Threads. POSIX (Portable Operating System Interface) is the standards of API for software compatible with variants of UNIX OS.

2. pthreads_create() is much faster then fock().
(http://www.llnl.gov/computing/tutorials/pthreads/fork_vs_thread.txt)
3. For SMP architecture, Pthreads could be more efficient then MPI.
Webmaster:


Setting up the internal wiki system:
1. We can create user and user group. One user can be added into several groups.

2. The read/write/upload authority of one page can be set to different group or user.

3. The default read authority is signed to each valid id; the default edit authority is signed to group “edauser” (everyone except “eda”, “eda” is used for reviewing, it has only read authority).

Working plan:

For the next step, find a simulator for CMP for the following purpose:

(1) find trace and memory footprint for each subtask;
(2) schedule to multi-core with support of different memory hierarchy and
inter-core connections;
Candidates are GEMS, SESC and simflex.

Try to learn from GEMS, SESC and simplex, and decide which one to use as the simulation platform.

