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IN THE EVERYDAY WORLD, high-rise buildings are

the solution to the problem of accommodating large pop-

ulations in areas of prime real estate. In addition to per-

mitting high population densities, such an arrangement

also reduces the “interconnect bottleneck” that would

come with the road network associated with an equiva-

lent set of low-rise buildings, distributed over a larger area.

The silicon world is not much different; the need to

densely pack circuits and locate critical blocks as close

as possible to each other have led to the advent of 3D

technologies with multiple tiers of devices stacked atop

each other. The increased packing density improves the

computation per unit volume and results in diminished

on-chip interconnect problems because it reduces par-

asitic capacitances. A 3D design curtails parasitics by

reducing the average interconnect lengths (in compar-

ison with 2D implementations, for the same circuit size),

as well as by denser integration, which results in the

replacement of chip-to-chip interconnections by intra-

chip connections.

Consequently, 3D integration can be an enabler for

enhancements in system performance, power, reliabil-

ity, and portability. Advances in industrial,1 govern-

ment,2 and academic3 research laboratories have

demonstrated 3D designs with inter-tier separations on

the order of a few microns. Recently, the Massachusetts

Institute of Technology’s Lincoln Laboratory has offered

a MOSIS-like 3D integration program

under the auspices of DARPA.

Fundamentally, the problem of 3D

design relates to the topological arrange-

ments of blocks, and physical design

therefore plays a natural role in deter-

mining the success of 3D design strate-

gies. Physical design in the 3D realm

requires a fresh approach as new cost

functions and new design structures

become important, and ordinary extensions of 2D

approaches are unequal to the task of solving these

problems.

Here, we describe CAD techniques for placement

and routing in 3D ICs, developed under our 3D Analysis

and Design Optimization framework, which we call 3D-

Adopt for short. These approaches address a dichoto-

my of design styles, both FPGA and ASIC.

The factors that are important in each style are dif-

ferent, so that a one-size-fits-all approach is impractical,

and therefore, we present separate approaches for 3D

physical design for each of these technologies. For

example, thermal issues are much more important in

ASIC designs than in FPGA architectures since the

power densities in the former are higher. This is because

both the operating clock frequencies and the density of

the logic used are much higher in ASICs than in FPGAs.

Therefore, our ASIC tools tightly integrate thermal

issues into the placement and routing algorithms.

Another example that highlights the differences

between ASICs and FPGA fabrics is the additional cost

of the higher connectivities in FPGAs. The design of an

FPGA must facilitate a larger number of possible con-

nections (in the x, y, and z dimensions), and this entails

an overhead of silicon real estate for implementing pass-

transistor switches, buffers, and SRAMs. In ASICs, on the

other hand, all we need to add is an inter-tier via that
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connects one active device tier (layer) to another. (We

should emphasize that inter-tier vias are valuable

resources in the 3D ASIC context, too, but to a lesser

degree than in 3D FPGAs.)

Hence, our FPGA placement method uses a two-step

optimization process that minimizes inter-tier vias first,

followed by further optimization within and across tiers.

In contrast, the ASIC flow uses cost function weighting

to discourage, but not minimize, inter-tier crossings.

FPGA-style designs
Although previous work has proposed 3D FPGA

architectures, most of it falls short of proposing a com-

plete 3D-specific system. Alexander et al. borrowed

ideas from multichip module (MCM) techniques and

proposed to build a 3D FPGA by stacking together sev-

eral 2D FPGA bare dies.4 Solder bumps or vias passing

through the die would make the electrical contacts

between different dies.

The number of solder bumps that can fit on a die

determines the width and separation of vertical chan-

nels between FPGA tiers (layers). Wu, Shyu, and Chang

analyzed universal switch boxes for 3D FPGA design.5 It

is important to point out that all previous FPGA work

assumed that vertical wire segments connect each tier

to only its adjacent tiers to provide inter-tier connectivi-

ty. With respect to developing CAD tools for 3D FPGA

integration, Alexander et al. proposed 3D placement and

routing algorithms for their architecture.4

FPGA architecture exploration
Architects must consider several factors while devel-

oping the architecture for a 3D FPGA. Designers must

strike a balance between fabrication cost, area over-

head, routability, and speed. Architectural evaluation

should account for the context of the circuits that will

run on the FPGA and the CAD tools that map such cir-

cuits to the FPGA device. An important factor affecting

the performance and area efficiency of the 3D FPGA is

the routing architecture. Switch boxes with too much

connectivity will excessively waste area, and meager

inter-tier via counts will hurt the design’s performance.

Figure 1a shows an example 3D FPGA that incorporates

multiple, 2D stacked FPGAs; a subset of the switches in the

switch box provide connections between tiers. Figures 1b

and 1c show 2D and 3D switch boxes. As Figure 1c shows,

a switch that connects wire segments in all three dimen-

sions—x, y, and z—will have connectivity Fs = 5. (The Fs of

a switch box is the number of outgoing tracks that connect

to an incoming track.) This translates into 15 pass transis-

tors (and buffers) as opposed to a 2D connectivity of Fs =

3, which requires six pass transistors. As a result, we must

minimize the number of high-connectivity switches with-

out sacrificing routability. The routing architecture for this

work uses multisegment routing with inter-tier wire seg-

ments of lengths one, two, and six logic block spans.

To fully evaluate the effect of architectural choices,

designers need flexible physical-design tools that take

architectural parameters as inputs and report wire

length, channel width, area, and delay of benchmark

circuits. We have developed a placement and routing

tool called Three-Dimensional Place and Route (TPR)

for this purpose.

TPR placement algorithms
The philosophy of our tool follows that of its 2D coun-

terpart, the Versatile Place and Route (VPR) tool.6

Figure 2 shows the flow of the TPR placement-and-rout-

ing CAD tool. The placement algorithm first employs a

partitioning step using the hMetis algorithm7 to divide the

circuit into several balanced partitions, equal to the num-

ber of tiers for 3D integration. The goal of this first min-cut

partitioning is to minimize the connections between tiers,

which translates into reducing the number of vertical
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(inter-tier) wires and decreasing the area overhead asso-

ciated with 3D switches as discussed in the previous sec-

tion. After dividing the netlist into tiers, TPR continues with

the placement of each tier using a hybrid approach that

combines top-down partitioning and simulated anneal-

ing. The annealing step moves cells mostly within tiers.

Finally, the tool routes the cells to obtain a placed

and routed solution. The following sections describe

these steps in more detail.

Partitioning the circuit among tiers. Figure 3 shows

a conceptual diagram of the TPR step that partitions the

circuit and assigns tiers. After it partitions the netlist

using hMetis, a novel linear placement approach

arranges the tiers to minimize the wire length and the

maximum cut size between adjacent tiers. (Cut size is

the number of nets cut by a dummy plane parallel to

the tiers.) TPR achieves this by mapping the problem to

that of minimizing the bandwidth of a matrix, using an

efficient matrix bandwidth minimization heuristic. (The

bandwidth of a matrix is the maximum bandwidth of all

its rows. The bandwidth of a row is the distance

between the first and last nonzero entries.)

Figure 4b shows a graph in which each node corre-

sponds to a cluster from the graph in Figure 3. For this

graph, TPR forms an edges-vertices matrix in which

each row corresponds to an edge, and the columns cor-

respond to vertices. Entry aij in the matrix is nonzero if

vertex j is incident to edge i and zero otherwise. Our

algorithm seeks to minimize the bandwidth of this

matrix by choosing an optimal ordering of the vertices.

Intuitively, we would like to minimize the bandwidth

of every row, because the bandwidth of a row represents

the number of tiers that the net corresponding to that row

spans. Furthermore, it is desirable to distribute the bands

of different rows among all columns. This is because the

number of bands enclosing a particular column translates

into the number of vertical vias that must pass through the

tier corresponding to that column. Minimizing the matrix

bandwidth achieves both goals: It minimizes the span of

every row and distributes the bands across columns.

The bandwidth minimization problem is known to

be NP-complete, and a solution for the tier assignment

problem might not be optimal in terms of both objec-

tives—minimizing wire length and the maximum cut

size between adjacent tiers. Therefore, for this step, we

use an efficient heuristic8 that can find solutions with a

very good trade-off between wire length and maximum

cut. We briefly describe this technique in what follows

using the graph example of Figure 4.

The procedure to solve the bandwidth minimization

problem uses row (column) swaps to sort rows

(columns) such that nonzero elements move toward

the main diagonal.

For example, for the matrix of Figure 4a, to shift

nonzero elements from the upper half toward the main

diagonal (from right to left), you perform column swaps

between columns 2 and 3, and then move column 6

between columns 2 and 4. Repeating this technique on

rows and columns moves nonzero elements closer to

the diagonal. When we ran this procedure on the graph

in Figure 4b, it created the linear arrangement in Figure

4c. The goal of taking the matrix into a band form

(which translates into the best linear ordering) serves

two objectives:

■ Cut size minimization. Having all 1s in the matrix
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clustered along the

main diagonal mini-

mizes the cut size

everywhere in the lin-

ear arrangement.

■ Wire length minimiza-

tion. Minimizing the

bandwidth (maximum

distance spanned by

any of the nets) of the

edges-vertices matrix

minimizes the total

wire length of all nets.

Figure 5 shows the

pseudocode for minimiz-

ing edges-vertices matrix

bandwidth. Referring to

line 2 of the pseudocode, the left array corresponding

to the leftmost matrix in Figure 4a would be 3, 6, 4, 6, 6,

since the rightmost 1 elements in the rows are in

columns 3, 6, 4, 6, and 6. Sorting this array requires

swapping the second and third elements, which trans-

lates into swapping the second and third rows of the

edges-vertices matrix.

Partitioning-based placement within tiers. After

the initial tier assignment, TPR performs placement on

each tier, starting with the top tier and proceeding tier

after tier. The placement of every tier is based on edge-

weighted quad partitioning using the hMetis partition-

ing algorithm, and is similar to the approach used by

Maidee, Ababei, and Bazargan,9 which has the same

quality as VPR but at three to four times shorter run-

times. Edge weights are usually computed as inversely

proportional to the timing slack of the corresponding

nets. However, we also selectively bias weights of the

most critical nets. The set of critical nets consists of

edges on the current k most-critical paths. To improve

timing, TPR considers the bounding box of the termi-

nals of a critical net that it has already placed. It projects

this bounding box onto the lower tiers and uses it as a

placement constraint for other terminals. Our earlier

work presents the details of this partitioning-based

placement phase.10

Simulated annealing placement phase. Following

the partitioning-based placement step, we use a 3D-

adapted version of VPR in the low-temperature anneal-

ing phase to further improve wire length and routability.

We use the following cost function for each net: 

Cost3D(e) = 

q.Cost2D(e) + α.Spanz(e) + β.numTiers(e) (1)

where Cost2D is the half-perimeter size of the 2D projec-

tion of the bounding box of net e, Spanz(e) is the total

span of the net between tiers, and numTiers is the num-

ber of tiers on which we distribute the net’s terminals.

Parameters q, α, and β are tuning parameters (q has the

same role as in VPR). Figure 6 shows an example to

illustrate why we use the two components Spanz and

numTiers. In a 3D routing structure that employs multi-

segment inter-tier connections, the left figure is more

likely to use fewer vertical connections (of length 2) to

connect the terminals on the first and the third tiers.

Routing algorithm. Our routing algorithm is an exten-

sion of VPR’s routing engine. The 3D FPGA architecture

(Figure 1a) described in the architecture file is represent-
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ed as a routing resource graph. Each node of the routing

resource graph represents a wire (horizontal tracks in the

x and y channels of all tiers, and vertical vias in the z chan-

nels) or a logic block input or output pin. A directed edge

represents a unidirectional switch (such as a tristate

buffer). A pair of directed edges represents a bidirection-

al switch (such as a pass transistor). We add extra penal-

ties to bends of a route created by a horizontal track and

a vertical via, as well as to vertical vias themselves. This

discourages the routing engine’s preference for vertical

vias, avoiding a net that could have been placed entirely

in one tier from making a detour to other tiers and using

vertical vias and routing resources in multiple tiers.

FPGA results. In our experiments, we used the 3D

FPGA architecture of Figure 1a, where segment lengths

of 1, 2, and long (spanning all tiers) form the inter-tier

routing structure, and segment lengths of 1, 2, 6, and long

are used within tiers. We assumed the delay of an inter-

tier segment to equal that of an intra-tier segment of the

same length. This is justified by the relatively short length

of inter-tier vias in the emerging 3D technologies, and the

fact that the dominant factors in the delay of an FPGA

routing segment are the pass transistor and buffer delays.

Our architecture definition file, however, is modifiable

to reflect any parasitics on the vertical connections.

Figure 7 shows the results of our algorithm on the

Microelectronics Center of North Carolina (MCNC)

benchmarks. Figure 7a compares the quality of five-tier

3D circuits placed and routed using TPR to 2D circuits

placed and routed using VPR. The bars show the ratio

of the averages (over all the MCNC benchmark circuits)

of metrics such as area and delay to those of their 2D

counterparts. Total area is the footprint area multiplied

by the number of tiers. We see that delay and wire

length improve by about 20%, whereas total area

increases because of the extra area used by 3D switch-

es and the white space created on some tiers.

Figure 7b shows the improvement in delay for all

MCNC benchmarks as we increase the number of tiers.

We observe that for this circuit size, going up to five to

six tiers has great benefits, but going beyond that results

in diminishing returns.

3D Integration
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ASIC-style designs
For standard-cell-based 3D designs,

we describe a flow, illustrated in Figure 8,

for performing placement and routing

with built-in techniques for thermal miti-

gation. The input to the system is a tech-

nology-mapped netlist and a description

of the library (these could be, for exam-

ple, LEF, library exchange format; DEF,

data exchange format; or .lib descrip-

tions), and the physical-design process

consists of several steps. This flow treats

temperature as a first-class citizen during

the optimization, in addition to other con-

ventional metrics, and it also considers

inter-tier via reduction as a desirable goal.

In the placement step, the standard cells

are arranged in rows within the tiers of

the 3D circuit.

Because thermal considerations are

particularly important in 3D ASIC-like cir-

cuits, this procedure must spread the cells to achieve a

reasonable temperature distribution, while also cap-

turing traditional placement requirements. In the sec-

ond step, the flow makes the temperature distribution

more uniform by the judicious positioning of thermal

vias within the placement, which achieves improved

heat removal. These vias correspond to inter-tier metal

connections that have no electrical function, but

instead, constitute a passive cooling technology that

draws heat from the problem areas to the heat sink.

Finally, the placement goes through a routing step to

obtain a completed layout. Routing must take several

objectives and constraints into consideration, includ-

ing the avoidance of blockages because of areas occu-

pied by thermal vias, incorporating the effect of

temperature on the delays of the routed wires, and of

course, traditional objectives such as wire length, tim-

ing, congestion, and routing completion. We will now

describe each of these steps in detail.

3D thermally driven placement
Before describing the placer’s internal workings, it is

illustrative to view the result of a typical 3D placement

obtained using the 3D-Adopt placer: a layout for bench-

mark circuit ibm01 in a four-tier 3D process. In the lay-

out in Figure 9, the cells are in ordered rows on each

tier, and the layout in each individual tier looks similar

to a 2D standard-cell layout.

The heat sink is at the bottom of the 3D chip, and the

lighter regions are hotter than the darker regions. The

coolest cells are those in the bottom tier, next to the

heat sink, and the temperature increases as we move to

higher tiers. The thermal placement method con-

sciously mitigates the temperature by making the upper

tiers sparser, in terms of the percentage of area popu-

lated by the cells, than the lower tiers.

In the subsequent description, we will provide an

overview of the algorithms that the placement engine

uses, showing how they directly incorporate thermal

objectives into placement.

Fast thermal analysis of 3D ICs. An essential ingre-

dient of a thermally driven placement engine is a fast

temperature analyzer. At the placement stage, it is ade-

quate to consider the steady-state case, where the fol-

lowing differential equation describes heat conduction

within the chip substrate: 

(2)

where T is temperature; and Kx, Ky, and Kz are the ther-

mal conductivities along the three coordinate direc-

tions; and Q is the heat generated per unit volume. A

unique solution exists for appropriately applied con-

vective, isothermal, and/or insulated boundary condi-

tions, which the nature of the packaging and the heat

sink determine.
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We can solve this partial differential equation numer-

ically using finite element analysis (FEA),11 which dis-

cretizes the design space into regions known as

elements. For rectangular structures of the type encoun-

tered in ICs, a rectangular cube-like element can simu-

late heat conduction in the lateral directions without

aberrations in the prime directions.

FEA calculates the temperatures at discrete points

(in this case, the nodes of the cube-like element), and

it interpolates the temperatures within the elements

using a weighted average of the temperatures at the

nodes. In deriving the finite-element equations, FEA

uses this interpolation within the elements to approxi-

mate Equation 2. For a specific element type, such as a

rectangular prism, you can derive element stamps that

are similar in character to the element stamps for elec-

trical elements in the well-known, modified nodal analy-

sis. The heat conduction stamp for the eight-vertex

rectangular prism is an 8 × 8 matrix.

These stamps go to a global matrix to set up the glob-

al system of linear equations, 

[K]T = P

where T is the vector of nodal temperatures and P the

vector of node powers. In FEA parlance, matrix [K] is

the global stiffness matrix. We can similarly derive the

stamps for boundary conditions.

Conductive boundary conditions simply correspond

to fixed temperatures; since these parameters are no

longer variables, they can be eliminated and the quan-

tities moved to the right side of the equation so that [K]

is nonsingular. We can solve the FEA equations rapidly

using an iterative linear solver, with clever adjustments

to the convergence criteria to achieve greater or lesser

accuracy, as required at different stages of the iterative

placement process.

Force-directed paradigm. For 3D designs, the tools

must carry out placement in not just the xy plane, but

in the entire xyz space. Current technologies restrict the

z dimension to just a few tiers.

To solve this problem, we base our placement engine

on a force-directed approach, where we use an analogy

to Hooke’s law, representing nets as springs and finding

the cell positions that correspond to the system’s mini-

mum energy state. In this analogy, we create attractive

forces, illustrated in Figures10a and 10b, between inter-

connected cells; these forces are proportional to the qua-

dratic function of the cell coordinates that represents the

Euclidean distance between the blocks. We chose high-

er proportionality constants in the z direction to dis-

courage inter-tier vias. Fixed locations, such as I/O pads

or fixed blocks, are easy to incorporate into this formu-

lation. We use other design criteria—such as cell over-

lap, timing, and congestion—to derive repulsive forces.

In the 3D context, we use thermal criteria to generate

repulsive forces, preventing hot spots. FEA uses the tem-

perature gradient (which relates directly to the stiffness

matrix and its derivative) to determine the magnitudes

3D Integration
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and directions of these forces, as Figure 10c illustrates.

Once we generate the entire system of attractive and

repulsive forces, we solve the system for the minimum

energy state, that is, the equilibrium location. Ideally,

this solution minimizes the wire lengths while at the

same time satisfying the other design criteria, such as

temperature distribution. The iterative force-directed

approach takes the following steps in the main loop:

Initially, this approach updates forces based on the pre-

vious placement. Using these new forces, the placer

then recalculates the cell positions. The process repeats

these two steps of calculating forces and finding cell

positions until the layout satisfies the exit criteria.

Goplen and Sapatnekar present the specifics of the

force-directed approach to thermal placement, includ-

ing the mathematical details.12

Once the iterations converge, a final postprocessing

step legalizes the placement. Even though added forces

discourage overlaps, the force-directed engine solves the

problem in the continuous domain, and the task of legal-

ization is to align cells to tiers, and to rows within each tier. 

Applied to benchmark circuits with over 50,000 cells,

this approach shows a runtime that is approximately lin-

ear as circuit size increases. The placement results in

Figure 11 show average improvements of 17% in the

average thermal gradient and 17% in the maximum tem-

perature, for a nominal increase in wire length as com-

pared to nonthermal placement.

Thermal via positioning. Although silicon is a good

thermal conductor, with half or more of the conductiv-

ity of typical metals, many of the materials used in 3D

technologies are strong insulators that severely restrict

heat removal, even under the best placement solution.

The materials include epoxy bonding materials used to

attach 3D tiers, field oxide, or the insulator in an SOI

technology. Therefore, the use of deliberate metal lines

that serve as heat-removing channels, called thermal

vias, are an important ingredient of the total thermal

solution. The second step in the flow determines the

optimal positions of thermal vias in the placement to

provide an overall improvement in the temperature dis-

tribution. In realistic 3D technologies, the dimensions

of these inter-tier vias are of the order of 5 µm × 5 µm.

In principle, we can view the problem of placing ther-

mal vias as one of determining one of two conductivi-

ties (corresponding to the presence or absence of metal)

at every candidate point where we can place a thermal

via in the chip. However, in practice, it is easy to see that

such an approach could lead to an extremely large

search space with an exponential number of possible

positions; the set of possible positions in itself is extreme-

ly large. Quite apart from the size of the search space,
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such an approach is unrealistic for several other reasons.

First, the wanton addition of thermal vias in any arbi-

trary region of the layout would be nightmarish for a

router, which would have to navigate around these

blockages. Second, from a practical standpoint, it is

unreasonable to perform full-chip thermal analysis, par-

ticularly in the inner loop of an optimizer, at the granu-

larity of individual thermal vias. At this level of detail,

individual elements would have to correspond to the

size of a thermal via, and the size of the FEA stiffness

matrix would become extremely large.

Fortunately, there are reasonable ways to overcome

each of these issues. The blockage problem might be

controllable by enforcing discipline within the design:

designating, for example, a specific set of areas within

the chip as potential thermal via sites. These could be

specific inter-row regions in the cell-based layout, and

the optimizer would determine the density with which

thermal vias fill these regions. The advantage to the

router is obvious, since only these regions are potential

blockages, which is much easier to handle. To control

the FEA stiffness matrix’s size, we could work with a two-

level scheme with relatively large elements, where the

average thermal conductivity of each region is a design

variable. Once we determine this average conductivity,

we could translate it back into a precise distribution of

thermal vias within the element that achieves that aver-

age conductivity.

Earlier work describes an algorithm to solve this

problem.13 We have applied this technique to a range

of benchmark circuits, some with over 158,000 cells,

and the insertion of thermal vias delivers an improve-

ment in average temperature of about 30% with run-

times of a couple of minutes.13 Therefore, thermal via

addition has a more dramatic effect on temperature

reduction than thermal placement.

Remarkably, the greatest concentration of thermal

vias is not in the hottest regions, as you might first expect.

The intuition behind this is as follows: If we consider the

center of the uppermost tier, it is hot because the tier

below it is at an elevated temperature. Adding thermal

vias to remove heat from the second tier, therefore, also

significantly reduces the temperature of the top tier. For

this reason, the regions where the insertion of thermal

vias is most effective are those that have high thermal gra-

dients.

Routing algorithms. Once the process has placed the

cells and determined the locations of the thermal vias,

the routing stage finds the optimal interconnections

between the wires. As in 2D routing, it is important to

optimize wire length, delay, and congestion. In addi-

tion, several 3D-specific issues come into play. First, the

delay of a wire increases with its temperature, so that

critical wires should avoid the hottest regions as much

as possible. Secondly, inter-tier vias are a valuable

resource that the routing stage must optimally allocate

among the nets.

Third, congestion management and blockage avoid-

ance is more complex with the addition of a third dimen-

sion. For instance, signal or thermal vias that span two or

more tiers constitute a blockage that wires must navigate

around. Each of these issues are manageable through

exploiting the flexibilities in determining the precise route

within the bounding box of a net, or perhaps even con-

sidering slight detours outside the bounding box. Detours

might be effective when an increase in the wire length

improves the delay or congestion, or when they provide

greater flexibility for inter-tier via assignment.

3D Integration
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Tier 1

Tier 2

Tier 3

Figure 12. Example route for a net in a three-tier 3D

technology.
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Consider the problem of routing in a three-tier tech-

nology, as illustrated in Figure 12. The layout has a grid

of rectangular tiles, each with a horizontal and vertical

capacity that determines the number of wires that can

traverse the tile, and an inter-tier via capacity that deter-

mines the number of free vias available in that tile.

These capacities account for the resources allocated for

wires other than those for signals (those for power and

clock, for example) as well as the resources used by

thermal vias. For a single net, as Figure 12 shows, two

degrees of freedom are available: the choice of loca-

tions for inter-tier vias, and the precise routes within

each tier. The locations of inter-tier vias will depend on

the resource contention for vias within each grid.

Moreover, critical wires should avoid the high-temper-

ature tiles as much as possible.

Figure 13 shows the overall flow of the solution tech-

nique. In the first step, we build a Steiner minimum tree

for each net, with a cost that depends on the length of

the net (with a penalty that discourages, but does not

prohibit, the use of more than the minimum number of

inter-tier vias).

This Steiner structure still affords considerable flexi-

bility in the routing through the availability of soft

edges,14 and in each layer, assuming L and Z shaped

routes, the second step determines the distribution of

wire congestion. Next, a hierarchical procedure deter-

mines the precise assignment of inter-tier via locations:

this corresponds to a sequence of assignment problems

(assigning nets to vias) soluble using network-flow tech-

niques. Once the inter-tier via locations are determined,

the final step performs a minimum-cost maze routing in

each layer, with a cost function based on wire length,

temperature, and congestion, to yield the global routing

solution. Finally, any standard 2D detailed router can

perform the detailed routing of each tier.

Figure 14 shows the average delay improvements for

the critical sinks for a set of benchmark circuits, as com-

pared to a router that ignores thermal effects. The

improvements range between 12% and 30%, and the

total wire length remains nearly unchanged from that

of the nonthermal case.

THREE-DIMENSION TECHNOLOGIES offer great promise

in providing improvements in the overall circuit perfor-

mance. Physical design plays a major role in the ability

to exploit the flexibilities offered in the third dimension,

and this article gives an overview of placement and rout-

ing methods for FPGA- and ASIC-style designs.

Several promising directions remain to be explored,

because 3D design enables other significant technolo-

gies. For example, 3D integration permits mixed-signal

designs to isolate analog functionalities from digital

blocks by placing them on different layers and/or using

isolation ground planes between layers. It also permits

heterogeneous integration using dissimilar technologies

in each tier (for example, CMOS in one tier and gallium

arsenide in another). Each of these ideas offer further

challenges in the placement-and-routing arena, and

these areas remain topics for further research. ■
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