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1 Problem Statement and Significance

Field programmable Gate Arrays(FPGA) enable faster implementation and emulation of circuit designs

on hardware for a wide variety of applications. The flexibility provided by FPGAs through the presence of

reconfigurable elements has increased their popularity in comparison with the conventional ASIC designs.

The impact of EDA tools is significant in the following areas: Low power VLSI Design, Technology Map-

ping, FPGA Placement and Routing and Verification and Testing. There is a need for improved procedures

and algorithms in physical design automation using new techniques in the chip manufacturing process mainly

in Technology mapping and Placement and Routing.

1.1 Technology Mapping Problem

Modern day FPGAs include heterogeneous resources such as Look-up Tables and/or reasonably big con-

figurable Embedded Memory Blocks (EMB) to cater to the on-chip memory requirements of systems or

applications mapped on them. While mapping applications on to such FPGAs, some of the EMBs may be

left unused. We present a methodology to utilize such unused EMBs as large look-up tables to map multi-

output combinational sub-circuits of the application, with area and delay minimization as the main objectives.

Hybrid Field Programmable Architectures (HFPAs) are realized using a combination of the following pro-

grammable logic devices, namely, Lookup Tables (LUTs) and Programmable Logic Arrays (PLAs). The

HFPAs provide the designers with the advantages of both LUT-based Field Programmable Gate Arrays and

PLAs. Specifically, use of PLAs can result in reduction of area required for mapping a circuit. We present

MEMMAP [1], which maps the circuits into heterogeneous FPGAs and SHAPER [2], which maps the cir-

cuits onto HFPAs, which focus on area reduction and delay minimization based on reconvergence in the

circuits.

1.2 FPGA Placement and Routing Problem

Studies have shown that in the near future, there possibly exists a saturation of Moore’s law. The only possi-

ble solution to this could be a paradigm shift in the fabrication process and major changes at the architectural

level. With the advent of 3D-VLSI, Moore’s law would still continue to hold good. In 3D-FPGAs, the aver-

age Manhattan distance between any two elements in 3D-FPGA is less when compared to that in 2D-FPGA,

due to the vertical stacking of the silicon layers. FPGA Placement and Routing Problem is defined as fol-

lows: Given a synthesized net-list of a circuit which consists of the logical elements and the interconnections

between them, compute,

1. a mapping of the different logical elements in the net-list on to the configurable logic blocks of the

FPGA (Placement); and,

2. a mapping of the interconnects in the net-list on to the routing resources of the FPGA such that, the

connectivity between various logical elements as specified in the net-list is maintained (Routing).

such that, the total interconnect length and the channel width (maximum number of interconnects incident on

every side/face of a switch block in the FPGA) are minimized. We present a placement and routing tool [3],

for 3D-FPGA using Reinforcement Learning and Support Vector Machine(SVM) techniques.
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2 Related Work and Limitations

2.1 Technology Mapping for Hybrid and Heterogeneous FPGAs

The focus of different technology mapping algorithms proposed is based on various optimization criteria:

performance, area, delay and routability. Architectures involving multi-output LUTs and heterogeneous

LUTs have been studied and technology mapping algorithms for such architectures have also been proposed.

Most such algorithms are targeted to lookup-tables with two-outputs. The mapping techniques used in these

algorithms are not suitable for arrays with eight or more outputs. However, in the existing algorithms for het-

erogeneous FPGAs [4, 5, 6], the focus was either to achieve area minimization or delay optimization but not

both. Algorithms proposed for mapping circuits into LUT based homogeneous FPGAs are not immediately

extensible to heterogeneous and hybrid FPGAs because of the presence of multiple logic resources. We have

proposed mapping algorithms which aims for both area and delay reduction using reconvergence analysis [1].

The issue of mapping logic into PLAs has also been studied before. But, the algorithms used for mapping

circuits to CPLDs which contain PLAs alone, cannot be used to map to HFPAs. In the previously existing

algorithms [7, 8, 9], the whole circuit is searched exhaustively for identifying regions that are amenable for

mapping to PLAs. However, our proposed methodology [2] is based on the intuition that the reconvergence

in a circuit creates regions with large number of logic nodes, less inputs and outputs. We believe that these

regions are ideal for mapping into PLAs.

2.2 3D-FPGA Placement and Routing

Two-dimensional FPGA architectures are well studied and reported in the literature and there are many al-

gorithms available for Placement and Routing for 2D-FPGA. On the other hand, though roots of 3D-FPGA

started way back in 1996, not much has been achieved in practical aspects. Only few architectural designs

and Placement and Routing algorithms have been proposed for 3D-FPGAs [10, 11, 12, 13]. We have used RL

and SVM for solving the 3D-FPGA problem [3]. Though Reinforcement Learning concepts are applied in

various problem solving techniques [14, 15], to the best of our knowledge, [14] is the only instance reported

in the literature, where, RL is used to solve a problem in the area of VLSI. Our proposed methodology is one

of the first applications to use SVM in conjunction with a batch RL algorithm to solve the FPGA placement

and Routing problem.

3 Technical Approach and Results Achieved

3.1 Technology Mapping for Heterogeneous and Hybrid FPGAs for Area Reduction

using Reconvergence Analysis

The primary focus of this work is to check the effectiveness of using reconvergence in the circuit as the

basis for mapping circuits to FPGAs containing multiple logic resources. We consider two architectures,

the heterogeneous one with LUTs and embedded memory blocks and the hybrid one with LUTs and PLAs.

This work presents two automated technology mapping tools, MEMMAP and SHAPER, that automatically

map circuits to heterogeneous and hybrid FPGAs respectively so that an area and delay optimized solution
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is achieved. There are four phases in the algorithm: Preprocessing, Reconvergence Analysis, Memory or

PLA Mapping and LUT Mapping. The overall strategy of both algorithms is to first extract the reconvergent

sub-circuits that can be mapped into the non-LUT resources. Each sub-circuit thus obtained is expanded

using appropriate heuristic until there exists scope for expansion. The residual circuit is mapped onto the

LUTs using DAG-Map algorithm. To illustrate the effectiveness of our approach, the mapping tools have

been used to map a set of circuits from various benchmark suits including MCNC, ISCAS85 and ISCAS89

and the results have been compared with other mapping tools reported in literature. MEMMAP which is

the heterogeneous FPGA mapper deleted 51% LUTs when compared to SMAP, an algorithm previously re-

ported for the problem of heterogeneous technology mapping. The Hybrid Technology Mapping Algorithm,

SHAPER when compared with other methodologies resulted in further 18% decrease in number of LUTs.

For a detailed description of the algorithm and results please refer our papers which are already published

[1, 2].

3.2 Placement and Routing for 3D-FPGAs using Reinforcement Learning and Sup-

port Vector Machines

The main idea is to employ RL to improve the performance of local search algorithms. Local search algo-

rithms start with some initial random solution to the problem and progressively improve on this solution by

searching in the neighborhood of the current solution for a better solution. The quality of the final solution

found depends on the initial solution. Typically the local search algorithm is run multiple times and the best

among the different solutions produced is retained. We improve upon the performance of a given local search

algorithm by employing RL to learn a good starting point for the local search process, one that leads to a

good final solution. Hence, finding a state with high value function would lead to a good final solution. In

this work, we choose to employ regression with support vector machines (SVMs). SVMs are a popular tool

for solving non-linear classification and regression problems. They work on the principle that if a non-linear

classification/regression problem is transformed to a high dimensional space, then it is more likely to be linear

in that space. In [3], we use a Gaussian kernel based SVM for the training. Using RL and SVM
�����

reduc-

tion in wirelength and � � reduction in channel width is acheived when compared to the Mondrian approach

[12].

4 Contributions of the Research

4.1 Technology Mapping

Our proposed technology mapping algorithms are used to map LUT based FPGA architectures containing

embedded memory blocks(MEMMAP) and programmable logic arrays(SHAPER). For the first time, the

concept of reconvergence is used in the field of FPGA mapping and is shown to be effective. Some salient

features of the proposed approach are:

1. Since most of the reconvergent regions are mapped onto non-LUT resources, the circuit to be mapped

into LUTs contains less reconvergent regions. The DAG-Map algorithm used for mapping into LUTs
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is more efficient when reconvergence in circuit is less. DAG-Map algorithm is optimal when the initial

network is a tree or a set of trees [6].

2. All potential regions that can be mapped into non-LUT resources are obtained in a single phase. Hence

the same algorithm can be used for mapping to both single and multiple resources without adding extra

complexity.

3. The second phase of the algorithm exploits the flexibility for reconfiguration provided by embedded

memory blocks. This is done by expanding a given overlapping reconvergent region to meet constraints

of the nearest configuration of the memory block or PLA.

4.2 3D-FPGA Placement and Routing using RL and SVM

1. The proposed solution is one of the very few instances, wherein, RL is used for solving a problem in

the area of VLSI.

2. The learning process models the common features among the different instances of the placement and

routing problem on FPGA and hence is instance independent. In other words, learning done on one

set of representative benchmark circuits is used to place and route the remaining benchmark circuits

effectively. The approach is made instance independent by virtue of the chosen set of features.

3. This is one of the first applications to use SVM in conjunction with a batch RL algorithm.

5 Further Work

1. Technology Mapping: Performing power estimation to see how much of a power reduction could

be achieved by mapping circuits into embedded memory blocks or PLA blocks is an interesting open

problem.

2. 3D-FPGA Placement and Routing: Further effort can be directed towards the design of better feature

set leading to greater improvement in performance. Another interesting direction of research is to do

power analysis and incorporate thermal and fabrication issues in our cost function leading to power

aware placement and routing.
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