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Abstract

Designing high-performance very large-scale integra{ddhSI) chips has become more challenging
than ever due to nanometer effects and accelerating timeat&et cycles. Due to the interconnect delay
dominance, a small routing change in the design can incieagaing capacitances on its neighboring
paths and significantly increase their path delays. Thisosarse new timing violations and result in
design iterations. While timing convergence is gettingdearand harder to achieve, the accelerating
time-to-market cycles further aggravate the problem. &swariations result in interconnect variations,
threshold voltage variations, leakage power variatiots, €hese effects not only generate reliability
issues but also make the circuit performance deviate frendésign specification and cause timing yield
losses. Due to the increasing process variations in nasorethnologies, timing yield has become an

important design concern because it directly affects theufseturing cost.

Clock designs have significant impacts on both timing cageece and timing yield. A carefully de-
signed clock distribution network can redugesign-inheritedclock skews, the discrepancies between
designer intended clock skews and achieved clock skews pediect process conditions. This can im-
prove circuit performance and timing convergence. A cloisitridbution network can also be optimized
to reduceprocess-inducedlock skews, such that the circuit would require less tinmmaygin to tolerate

process related timing variations. This will also improimibg convergence and timing yieldZlock



scheduling the process of assigning the clock arrival times to sedaleglements, can greatly improve
the timing yield of the manufactured chips by taking into@att process-induced path delay and clock

skew uncertainties.

This dissertation provides a comprehensive study on faaskctiesign techniques: 1) clock tree opti-
mization, 2) clock scheduling, 3) clock tree topology optation, and 4) post-silicon clock tuning. The
integration of these techniques offerS the maximum benefiinoing convergence and timing yield im-
provements. A zero-skew clock tree optimization algorittumclock delay and power optimization is
proposed. The optimized clock trees are zero-skew, or faee flesign-inherited clock skews, and their
process-induced clock skews are reduced by clock delaynmzation. A false-path-aware statistical
timing analysis method using a novel implicit true path eetation algorithm is proposed. A statistical-
timing-driven clock scheduling algorithm then utilize® thtatistical timing information for timing yield
improvement. False-path-aware gate-sizing methods soeratestigated to preserve more timing mar-
gin for clock scheduling. A partition-based clock tree tiggy optimization algorithm that considers
the circuit connectivity and timing information is propdsé he clock trees based on the new topologies
require less timing margin for process-induced clock skevisch makes the timing convergence easier
to achieve. Timing yield can be further improved if clockiaat timing assignment can be performed for
each manufactured chip separately. This can be achievesity a post-silicon-tunable clock tree. Two
post-silicon-tunable clock tree synthesis algorithmspaoposed to reduce the hardware cost to realize

post-silicon clock tuning.
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Chapter 1

| ntroduction

1.1 Motivation

In nanometer technologies, timing convergence and timialglyare two of the most critical design is-
sues. Due to the high device density and complicated pHydesign effects, a small change in the design
for timing fixes can cause new timing violations and resultl@sign iterations. With the accelerating
time-to-market cycles, timing convergence has become thia focus in the design flow. Processes in
nanometer technologies are difficult to control. Procesmtians cause timing variations in manufac-
tured chips, causing failures and chips not meeting thepagnce guaranteed by design specifications.
Because of the high design and manufacturing costs, a seraktiptage of the timing yield loss can turn
the design from a money-spinner into a profit-loser. Theesfd is paramount to address the timing
convergence and timing yield issues.
Timing convergence and timing yield issues have been agggd\by the following four factors: 1)

technology scaling, 2) process variations, 3) deep pipglirand 4) ever increasing clock frequency. The



reasonings are elaborated as follows:

1. As the feature size continues to shrink, gate delays adsoedse substantially. However, inter-
connect delays do not scale as well as gate delays and hasmédhe dominant delay compo-
nent [1,2]. Since a design change for a path usually invotvesige of routing's which in turn
affects the parasitic couplings, it can easily cause detaynges on other paths, generating new
timing violations and resulting in design iterations. Cepmterconnects with sub-10¢» widths
suffer resistivity increase due to electron-scatterirfigat$ [3, 4], which increase the RC intercon-
nect delay even further. It is expected that timing convecgen nanometer technologies will be

increasingly more difficult to achieve.

2. Process variations are getting difficult to control du¢gh®limits of physics. For example, a gate
oxide in 90um technologies is only a few atoms thfcknd a variation as small as a single atom can
amount to a change in thickness of several percents andhbwetay of the transistor. According
to the 2003 ITRS Roadmap [5], lithography needs to achie¥e gate critical-dimension (CD)
variation less tha.8nm for > 50nm technologies by 2009. However, there is no known solution
to-date. The increasing process-related timing unceig¢simeed to be accounted for by reserving
more timing margins, which slows down timing convergenceutti@g back timing margins to

satisfy time-to-market results in low timing yield designs

linserting a buffer on a long wire usually cause routing detdiecause available white spaces for the buffer may not be
directly under the wire. Even pure gate sizing can causéngehanges because the pin locations of gates with diffeirre

strength can be different.

>The equivalent oxide thickness (EOT) of thg90 technology node ig.2nm [5]. It is about four atom layers if thermal

silicon dioxide 6,02, k = 3.9) is used, and about seven atom layers if silicon nitrisig V4, & = 7) is used.



3. To allow fine-grained circuit partitioning for performamimprovement, high-performance designs
such as microprocessors have been increasing their ppsthiges. As a result, the average num-
ber of gate levels between a pair of sequential elementedses. With fewer gate levels, the
combinational path delay uncertainties increase subaligntelative to the path delays [6]. For
example, let the gate delays be independent Gaussiarbdtgiris (i, o), the delay distribution
of a path withN gates is(Nu, v/ No). Therefore, the ratio of path delay uncertainty versus path
delay is proportional to\/l—ﬁ, which increases a& decreases. This further aggravates the timing

variation problem.

4. Design iterations and timing yield loss can be avoidedhéiré are sufficient timing margins to
tolerate timing variations. Nevertheless, the increasiagnand for high clock frequency leaves

the designers with less timing margins.

From the above observations, a comprehensive solutiordta@ireg timing uncertainties and better uti-
lizing timing margins is in urgent need.

While clock delays increase as the total number of sequeriéments increase, combinational path
delays are decreasing due to deep pipelining. Therefoeeratio of clock delay versus combinational
path delay keeps increasing. As a consequence, a signifiogidn of the timing margins is consumed
by process-induced clock skews. By optimizing the clockrittistion networks, the process-induced
clock skews and the demand for timing margins can be redudatng yield is highly correlated to the
distribution of timing margins. If all the paths in a circaxcept one have sufficient timing margins, the
timing yield can still be very low. Therefore, carefully neging timing margins through assigning the
clock arrival times to sequential elements can greatly aowpithe timing yield. In the next section, the

related clock design researches that address the timingigmence and timing yield issues are reviewed.



1.2 Literature Review

1.2.1 Clock Tree Optimization

Clock tree is the most commonly used structure for clockitlistion networks. Although clock meshes
or clock grids are used in some microprocessor designs [/#1dy are less preferred due to the high
routing cost and clock power. The recently announced Intal-dore Itaniur® processor has re-adopted
clock tree because of the power consideration [11].

A clock tree is synthesized from the positions and capao#doads of the clock sinks. The first step
is topology generation through partitioning the clock sink is then followed by routing and optimiza-
tion steps. Tsay [12] proposes a zero-skew clock routingrillgn for a given clock tree topology. For a
wire connecting two clock sinks, the algorithm finds the taggpoint on the wire that has the same clock
delay to both clock sinks. The tapping point becomes a neekadink and the algorithm repeats in a
bottom-up fashion until it reaches the clock root. The tatiak length of the final clock tree is dependent
on the clock tree topology and the routing of each wire thaheats two clock sinks. Chao et al. [13]
propose a balanced-bipartition (BB) algorithm that getesrghe clock tree topology and the Deferred-
Merge-Embedding (DME) algorithm that determines the ritf each wire. The combined BB+DME
algorithm achieves a 10% average wire length savings cangpr [12]. In [14,15], the DME algorithm
is extended to handle bounded-skew and useful-skew comstrd he objective of these works aims at
minimizing the total wire length of a clock tree, which intiuminimizes the power consumption.

Despite the power advantage of clock trees over clock galigk trees are more susceptible to
process variations than clock grids. However, processeed clock skews are not known until the clock
tree implementation is done. To reduce the susceptibifity cock tree to process variations, a metric

to predict process-induced clock skews is needed. Emjtidas observed that process-induced clock



skews can reach 10% of the clock delay [16]. Therefore, miiiimg clock delays can reduce process-
induced clock skews.

Interconnect delay optimization techniques, which ineldmiffer insertion, buffer sizing and wire
sizing, are applicable to clock delay optimizations. THéedence between synthesizing a signal net and
a clock tree is that for a signal net, the design objective iminimize the maximum delay from the
signal source to any of its signal receivers, whereas a dapkal needs to be distributed to each clock
sink at the prescribed time.

Two excellent surveys of interconnect optimization tegalis are available in [1,2]. A significant
amount of works are based on dynamic programming. Van Gemgk7] proposes a dynamic program-
ming algorithm to solve the buffer placement problem. Giaatistributed RC-tree, a buffer library, and
the legal buffer positions, the problem aims at finding thiédoing option that minimizes the maximum
delay from the root of the RC-tree to any of its leaf nodes1Bj,[discrete wire sizing for general routing
trees is assumed and a bottom-up dynamic programming agipi®ased to propagate the optimal wire
sizing options toward the root node. Designers can thenseghan option by making a tradeoff between
delay and power consumption. In [19, 20], bottom-up dyngonégramming algorithms are extended to
consider simultaneous buffer insertion and wire sizindntegues. The DME algorithm for zero-skew
clock routing is also a dynamic programming algorithm, inighhcandidate zero-skew tapping points
are stored as merging segments. Extended works [21-28] allero-skew clock tree to achieve better
clock delay and power by buffer insertion and wire sizing.

In [24], a sensitivity-based iterative algorithm performige sizing one segment at a time and about
1.5X to 3X improvements on minimum delay are observed. |r§23, the simultaneous buffer insertion,

buffer sizing and wire sizing problems are formulated agaigation problems, in which the maximum



delay of each sink node is constrained. Iterative and LagaanRelaxation methods are then used to
solve the problems. In [28], iterative algorithms are usetetluce clock delay and clock skew through
wire sizing based on sensitivity information. Zeng et aB][Bropose a three-stage optimization algo-
rithm, i.e., buffer insertion, delay optimization and skeptimization, to minimize the delay and skew
of a clock tree. Compared with the initial unbuffered clookels, a maximum of 27X delay improve-
ment is achieved by buffer insertion and sizing. Chen et3l] formulate the clock delay/power/area
minimization problem for buffered clock trees as a georngirogramming problem and solve it using
Lagrangian Relaxation methods.

The existing clock tree optimization works, either dynamiogramming-based or mathematical-
programming-based, either only utilize one or two avadatgbtimization techniques, i.e., buffer inser-
tion, buffer sizing and wire sizing, or consider them in sapa stages. This limits the full advantage
of the available techniques. There is a need to develop amiaption algorithm that considers buffer

insertion, buffer sizing and wire sizing simultaneously.

1.2.2 Clock Scheduling

In a zero-skew design, the clock period is determined bydhgdst path delay of the circuit. To increase
the operation frequency, several techniques such astaietuming and pipelining are usually adopted to
balance path delays at different parts of the circuit [31, Sthce path delays usually cannot be perfectly
balanced, clock scheduling is applied to further optimieedlock period [33—40].

As shown in [33], the timing constraints for flip-flop-basedcuits are linear constraints and the
clock period optimization problem can be solved by lineasgoamming solvers. Deokar et al. [34]

use a graph-theoretic approach to solve the optimizatioblem. First, the timing graph of a circuit is



constructed and the timing constraints are modeled as thengdric edge costs, which change according
to the clock period. A clock period is feasible if the timingagh contains no negative cost cycle. The
optimal clock period can be obtained through a binary sebattveen|0, D,,,..|, where D, is the
maximum combinational path delay, by applying the Bellnkame algorithm [41, 42] on the timing
graph. An alternative is to solve the parametric shortet$t peoblem by a path-pivoting algorithm [43].

The optimal clock period and the clock schedule found byisglthe linear program is not directly
applicable to real designs since there are some paths witlsiaek®. To make the design more robust,
a slightly larger clock period than the optimal value is @mand the slacks on every path are then opti-
mized by clock scheduling, introducing useful clock skewthe sequential elements. Neves et al. [35]
and Kourtev et al. [36] formulate the clock skew optimizatisroblem as a least square error problem
where the error is defined as the difference between the skdwh& middle point of the permissible
range. Albrecht et al. [39] adopt the minimum balance athori[43] to distribute the timing margins
so that it yields dexicographically maximunslack vector when the slacks are sorted in nondecreas-
ing order. However, these approaches do not take into cenagidn the statistical behavior of process
variations and also their results are not verified with amyrtg yield model.

It is observed that many structural paths in a circuit aretionally un-sensitizable paths, or false
paths [44—-47]. Traditionally, the clock scheduling altfums obtain the longest and shortest path delays
by using static timing analysis tools that usually do notsider false paths. If all the structural longest
(shortest) paths between some pairs of sequential eleraentalse paths, the clock schedule obtained
based on this pessimistic expectation of path delays wili®optimal. Furthermore, false paths can

affect the statistical path delay distributions signifityaf48], thus affecting the decision for slack allo-

3Slack and timing margin are interchangeable.



cation. Therefore, it is necessary to perform false-pathra statistical timing analysis as the first step
of clock scheduling. Although statistical timing analysshniques have been studied for more than a
decade [49,50], only a few works take false paths into camattbn [48,51] and they are not suitable for
clock scheduling applications. There is a heed to develogffarient false-path-aware statistical timing

analysis algorithm and a statistical-timing-driven clackeduling algorithm.

1.2.3 Clock Tree Topology Optimization

Traditional clock tree topology generation algorithms atnfinding a clock tree topology such that
zero-skew can be achieved with minimum wire length. Kahnglef52] and Edahiro [53] propose
clustering-based algorithms that pair up clock sinks r&ealy to form the clock tree topology. In both
works nearest-neighbor matching heuristics are used distaring. Chao et al. [13] propose a balanced-
bipartition (BB) algorithm that generates a balanced chkoek topology through recursive bipartitioning
the set of clock sinks into balanced subsets. Chou and Cheligife simulated annealing to explore
different clock tree topologies and select the topologhwhe best cost; the weighted sum of wire length
and clock delay. These works do not consider the effectsoakdbuffers.

Ellis et al. [55] propose a simulated-annealing-basedkctome topology selection algorithm. For
local clock distribution, clock sinks are clustered basadh® near neighbor information obtained from
a Delaunay triangulation of the clock sinks. Simulated aling is used to find the clustering that
minimizes the wire length. For global clock distributiohetbinary clock tree topology is perturbed and
a new topology is accepted or rejected based on the anndaiimgerature and the figure of merit from a
fast buffer insertion and wire sizing heuristic.

Liu et al. [56] point out that the interconnect variationeeff on clock skews cannot be captured by



1 ] ] [ ]
Non-common path length = 12 Non-common path length = 8§

(a) (b)

Figure 1.1: Two clock tree topologies for the same set oflckiaks.

worst/best case corner point methods because it is depeodehe physical design of the clock tree.
Since clock trees are interconnect-dominated circuittires, process-induced clock skews caused by
interconnect variations are significant. It is observed tie maximum process-induced clock skew of a
clock tree is positively correlated to its clock delay. Roeg works on clock delay minimization reduce
the maximum process-induced clock skew using combinatiénsuting, buffer insertion, buffer sizing
and wire sizing techniques. Although these works reducentheimum process-induced clock skew,
they do not necessarily minimize the total clock skew uraety on timing-critical paths and the total
slack requirement of a design. This is because these wdrkiselfrom a given clock tree topology that
is generated without considering the locations of timingeal paths.

Figure 1.1 shows two clock trees for the same set of clocksdirin two different clock tree topolo-
gies. The arc in Figure 1.1 indicates the most timing-aitfgath of the circuit. Although the two clock

trees have the same maximum process-induced clock skeuniass clock trees are symmetric and
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process variations are uniform), the clock tree in Figufigd)).requires more timing margin to achieve

timing convergence because the long non-common clockillliion path can cause a large process-
induced clock skew on the already timingly critical path.nde the clock tree topology in Figure 1.1(b)

is preferred.

One of the methods to reduce the variation impacts to clolikkisnsertion after clock tree construc-
tion [57]. By connecting two nodes in a clock tree with an #ddal wire, the process-induced clock
skew between them may be reduced. However, this methodedigs on a good clock tree topology
as a good topology can reduce the number of required linkéenigeet al. [58, 59] propose a greedy
clustering-based algorithm to reduce process-induceck@kews on timing-critical paths. The algo-
rithm creates the clock tree topology by first clustering $barce and target clock sinks of the most
timing-critical path together, then clustering the twookainks of the second most timing-critical paths,
and so on so forth. However, the clustering-based algoritioks the global view and has practical
limitations. For example, the algorithm will cluster theatwlock sinks of the most timing-critical path
together even if the two clock sinks are located at the oppasirners of the chip.

To reduce the timing margin requirement and improve thenintonvergence, a clock tree topology
optimization algorithm that takes timing information aslves physical location of the clock sinks needs

to be developed.

1.2.4 Post-Silicon Clock Tuning

Process related timing variation is a serious problem irongater designs. Simulation results based on
a 180vm technology show that gate CD variation can result in pathydehd clock skew variations as

high as 16% and 8% of the clock period [60]. Existing desigthmaologies that guarantee a satisfactory
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timing yield by reserving more timing margins for larger tifg uncertainties will become impractical
in new technologies due to performance and time-to-madairements. However, insufficient timing
margins can cause significant timing yield losses. Althotigimg yield loss isrecoverableby reducing
the sensitivity of the circuit to process variations, thevgng intensity of process variations in nanometer
technologies, stringent time-to-market requirementd liamts on non-recurring-engineering (NRE) cost
have made it difficult to add timing yield as part of the desaipjectives during circuit optimization
steps. It is favorable to have generic design-for-yieldhbégques that can be applied to different designs
and have the least impact on the current design flow.

Rajaram et al. [57] propose to reduce clock skew uncertairty insertingcross linksin a given
clock tree. However, this technique cannot take path delagtiainties into account. Another promising
design-for-yield technique is to use post-silicon-tueaf?ST) clock trees [9, 11, 61-65]. By inserting
tunable clock buffers into the clock tree, slacks can bestdduted among adjacent timing paths and
timing failures may be corrected throughbst-silicon clock tuning

As shown in Figure 1.2, the clock distribution network ofdrg recently announced dual-core
Itanium® processor uses two levels of PST clock buffers to counterkcikews caused by process
variations and improve the timing yield [11]. The tunables® level clock buffers (SLCBs) at the
terminals of L1 route can be dynamically adjusted by on-cggk phase detection hardware to cancel
clock skew variations. They can also be programmed fromdkedccess port (TAP) for timing opti-
mization. There is also a second level of PST clock buffeevvaty terminal of the L2 route. This level
consists~ 15K clock vernier devices (CVDs) for clock fine-tuning througtas.

Takahashi et al. [64] propose a post-silicon clock timingusitnent method that adjusts the clock

arrival times to compensate for path delay variations. @eea is similar to that in [9, 11, 61-63], except
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Figure 1.2: Clock distribution network of a dual-core Ifdtaniunt® processor (Source: Intel).

that the authors propose to put PST clock buffers at the ¢iquk pins of selected sequential elements or
design modules instead of a brute-force design methodrtkatts a PST clock buffer for each sequential
element or at every clock tree terminals at certain levels.

Post-silicon clock tuning not only improves the timing délut also reduces clock power by avoiding
the use of grid-based clock distribution networks. Howegtlegre is no systematic way to construct a
PST clock tree thgtrovides the maximum tuning capability for timing yield mgments with minimum
hardware cost Therefore, the hardware overhead has limited the use of dR®K trees in high end
microprocessors. To make PST clock tree an attractive aldsigyield choice, it is essential to develop

PST clock tree synthesis algorithms for hardware cost temuc
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1.3 Organization of the Dissertation

This dissertation provides new solutions to the timing esgence and timing yield issues through ad-
vancements on four clock design techniques: clock treenagdition, clock scheduling, clock tree topol-
ogy optimization and post-silicon clock tuning. First, irapements are proposed on current clock design
flows by considering timing uncertainties in the early destpge. Studies on post-silicon clock tuning,
an emerging technique to tackle timing convergence andhgryield issues, are then presented.

Chapter 2 begins with clock tree optimization, the core aofent clock design flows. A novel zero-
skew clock tree optimization algorithm [66,67] for clockagminimization is proposed. The optimized
clock trees are free from design-inherited clock skews diasvdaster timing convergence due to the
reduced process-induced clock skews.

The clock arrival time constraints are generated by clotledualing. Although clock scheduling has
been well-studied in the context of performance improvemiétie research has been done on applying
clock scheduling for timing yield improvement. Chapter @gents a new clock scheduling scheme
that combines a novel false-path-aware statistical tinainglysis method with a fast clock scheduling
algorithm [68, 69]. A false-path-aware gate-sizing methetlich preserves more timing margins for
clock scheduling, is also investigated [70]. The new clockesluling scheme achieves significantly
better timing yields through better timing margin utilizet.

Clock tree optimization algorithms usually start from aggiwclock tree topology. Therefore, timing
convergence is affected by the choice of clock tree topoldagyChapter 4, a new clock tree topology
optimization algorithm is proposed. The new algorithm takeo consideration both the estimations
of path delay and clock skew uncertainties, and sequenéaient locations. The clock trees based on

the optimized clock tree topologies require significandgd timing margins to tolerate process related
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timing variations, which speeds up the timing convergence.

The current correct-by-construction clock design phifdgowill eventually make the design process
both difficult and overlong in nanometer technologies dudédncreasing timing uncertainties. The PST
clock tree, a clock structure that can adapt itself in respdo timing variations, is a versatile solution
to the timing challenges in new technologies. In Chaptewd,RST clock tree synthesis algorithms are
proposed. The algorithms insert PST clock buffers onlyattitical locations in a clock tree and greatly
reduce the hardware cost compared to current design methods

Figure 1.3 demonstrates the integration of proposed claskgd techniques in this dissertation.

Chapter 6 summarizes the contributions of the dissertamhpresents future research directions.
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Chapter 2

Zero-Skew Clock Tree Optimization

Clock delay and clock power are two of the most important lclvee optimization objectives. It is
observed in [16] that process-induced clock skews can r&@et of the clock delay. By reducing the
clock delay, process-induced clock skews in the manufadtahips can also be minimized. Clock trees
can easily consume ova0% of the total power due to their high switching activitiesd8]. Therefore, it

is also very important to reduce the total capacitance ad@kdree in order to control the chip power. The
techniques for clock delay and power minimization includédy insertion, buffer sizing and wire sizing.
In this chapter, a novel zero-skew clock tree optimizatitgoathm that applies all three techniques
simultaneously is proposed. The algorithm is based on gotvase optimization framework adopted by
van Ginneken’s algorithm [17]. First, the delay and powerdeis and van Ginneken’s algorithm are
reviewed. A novel design space representation approactesepied and illustrated with a simplified
clock tree optimization problem considering only wire s@i Details on extending the algorithm for
simultaneous buffer insertion, buffer sizing and wirersigare then presented. Finally, the effectiveness

of the algorithm is demonstrated by the experimental result
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2.1 Preiminaries

2.1.1 Delay and Power Models

Interconnect delay and buffer delay are the two delay comptsnin a clock tree. Interconnects and
buffers are modeled with the resistance-capacitance (Rdghand their delays with the EImore delay
model [71]. A clock tree with a given routing rooted at nadis denoted byi,. For a wire with length
and widthw, the wire resistance l% and the wire capacitanceligw, wherery andcg are the resistance
and capacitance of jum? wire. The wire capacitance is modeled as two equal capadiitached to
both ends of the wire. For a buffer with gate wi