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Abstract—In this paper, we investigate reducing the power ¢
consumption of a synchronous digital system by minimizing 1u
the total power consumed by the clock signals. We construct
activity-driven clock trees wherein sections of the clock tree are

turned off by gating the clock signals. Since gating the clock signal ¢0 ol L]
implies that additional control signals and gates are needed, there B E—-—.

exists a tradeoff between the amount of clock tree gating and the S APS B
total power consumption of the clock tree. We exploit similarities 0

in the switching activity of the clocked modules to reduce the v,
number of clock gates. Assuming a given switching activity of
the modules, we propose three novel activity-driven problems: a ¢2'_
clock tree construction problem, a clock gate insertion problem,

and a zero-skew clock gate insertion problem. The objective of s
these problems is to minimize system’s power consumption by 3
constructing an activity-driven clock tree. We propose an approx-
imation algorithm based on recursive matching to solve the clock
tree construction problem. We also propose an exact algorithm
employing the dynamic programming paradigm to solve the gate Fig. 1. Gated clock tree, with synchronizing elements A, B and C, source
insertion problems. Finally, we present experimental results that Sinks{si,s2. 5}, clock gategvo, v2, vs}, control signalg o, ¢1, ¢2}, and
verify the effectiveness of our approach. This paper is a step in Steiner nodegos, vs}.

understanding how high-level decisions (e.g., behavioral design)
can affect a low-level design (e.qg., clock design).

C

clocked at a frequency is given by fV.2,Cr,, whereVyq is the
supply voltage and’;, is the total load capacitance on the cir-
cuit. If a circuit switchesy times per clock cycle, then its power
consumption is given by’ = afV2,Cy,, wherea is called the
|. INTRODUCTION circuit activity. To minimize the power consumed by a CMOS

ODERN digital systems are designed with a tajetk synchronous system, we would in turn like to minimize its total

period (or clock frequency which determines the rateaCt'V'ty' _ )
of data processing. A clock network distributes the clock signa] !N @ normal clock tree, the clock signal arrives regularly at all
from the clock generator, mource to the clock inputs osinks  ©f the clock sinks, which means = 1. Suppose that we know
of the synchronizing components, modules The clock distri- the times at which the clocked sinks must be active. We refer to

bution network consumes large percentage (20%-50%) of he set of active/ic}le times'for thg moduleasti\{ity patterns
power consumed by these systems. Therefore, in Iow-povx)_é?ey can be obtained py simulation of the c_ie5|gn at the behav-
synchronous systems, we would like to minimize the total powtg@! 1evel. The clock signal must be supplied to the modules
consumed by the clock tree subject to performance constraififdy during their active times. If the clock signal is gated such
on the clock signal, such as the operating frequency and mihat it is only delivered during these times we can reduce the
imum clock skew. total power consumed by the clock and by the modules them-

The power consumed by complementary metal—oxide—sersglves. We caI_I a clock tree thus constructechatWity—driyen_
conductor (CMOS) circuits consists of two components: d{!0Ck tree In this paper, we address the problem of minimizing
namic and static power. The static power is largely determinHf POWer consumption of a synchronous system by minimizing
by the technology. In this paper, we only consider minimizinlf;s activity through the use of an activity-driven clock tree. Fig. 1
the dynamic power. The dynamic power consumed by a mod@fa°Ws an example of gated clock tree.

Work on clock trees has focused on zero- or near zero-skew
, _ _ , routing [4], [6], [13], [21]. In addition to zero skew, further
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Differential Equation

while (z < a) repeat:

zl:=z+dz;
ul:=u-(3.z.udz)-(3.y.dz);
yli=y + (udz); HDL

z:=zl;w=ul;y:=yl;

end ;

daz
N5
Y
4 CDFG
N9

ctr

Fig. 2. HDL description of a DE. DE has been transformed to a CDFG. Each CDFG node is labeled with a letter.

The rest of this paper is organized as follows. In Section lbf children (or out-degree) af; asd; and the set of children of
we introduce some definitions and terminology. In Section Il; as Childs). If nodew; lies in the path from node; to the
we outline the construction of activity-driven clock tree usingoot (leaf), then node; is said to lieabove(below) nodew;. A
a motivational example. In Section IV, we formulate twamodew; is said to be at level I¥) if there are ley:) edges on
problems: the activity-driven clock tree construction (ADCTClhe path fronw; to the root. The height of a tree is the largest
problem and the minimum-power activity-driven clock gatéevel of any node of that tree.
insertion problem. We propose an approximate solution to the
ADCTC problem in Section V. Section VI presents an exact lll. CLOCK GATING—A MOTIVATIONAL EXAMPLE
algorithm that solves the minimum-power activity-driven clock
gate insertion problem. The solution is also extended to hanﬂ
gate insertion with zero skew. Section VII shows experimentﬁl
results from the proposed algorithms. Finally,
paper in Section VIII.

In this section, we first show a methodology for obtaining ac-

ty patterns which are the inputs of tlaetivity-driven clock

eproblem. Then, we illustrate the basic idea behind construc-

we conclude tlﬁ%n of activity-driven clock trees. Also, we look at the effect of
clock gates on power consumption.

Il. TERMINOLOGY A. Obtaining Activity Patterns

Let a synchronous system be denoteddyvt, \'), where As mentioned in the introduction, we seek to construct clock
M = {m;|i=1,2,..., M} denotes a set of components (of'€es that can be gated such that the total activity in the tree is

moduleyand\ = {n; |j = 1,2,..., N} denotes a set of netsreduced. The first step toward constructing such a clock tree
of the system. Aclock netN¢ consists of a clock source nodelS to capture activity patterns for the modules from high-level
soand asetofsink§ = {s;|i =1,2,...,n}, where each sink synthesis. This can be done by the following procedure.
belongs to a module. For each clock sink, we divide the periods1) Start from a high-level description of the system. Fig. 2
of activity and inactivity. For each sink, we define thectivity shows an example for a hardware description language
patternl/; as a bit patterid/; = {a;; |j = 1,2,...,u,a;; € (HDL) of a differential equation (DE) and its compilation
{0,1}}, where a “1” defines an active period, “0” defines an to the representation of control-data flow graph (CDFG).
idle period, and: is the total number of periods for the sink. A 2) Schedule and allocate a set of modules into a set of control

clock treeis a rooted tred (V, E') over.S with clock sourcesg steps. The result for Fig. 2 is shown in column 2 of Table I.
being the root and' being the leaves of the tree. Theernal 3) If amodule is assigned to a control step, then the module
nodes of the clock tree afe/ |v € V — (S U {s0})}. An edge is active during that control step, otherwise the module is
¢;j € E connects a parent node and a child nodes;. We idle. Column 3 of Table | shows the activity pattern for

denote the parent nodewfas Parerfy). We denote the number each module in Fig. 2
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TABLE | Source 00 - ide
ALLOCATION AND SCHEDULING OF THEDE EXAMPLE CDFG SHOWN IN FIG. 2 \
Level 0 ------nvmen- A + B ] - active
Control Step Activity

Module |C1 C2 C3 C4 C5 C6 | Pattern -

Ml ([Nl N1 N6 N6 111100

M2 | N2 N2 N7 N7 110110

M3 |N3 N3 110000 %

M4 |N4 N4 110000

Al N5 001000

A2 N8 001000

S1 N10 N11| 000011 My Al M |y,

c1 N9 000100 Level 3 - - T w0 | et
This allocation uses six control steps, four multipliers ‘SJII§- Cl v M4 % M2
(M1, M2, M3, M4), two adders (A1, A2), one subtractor T

(S1), and one comparator (C1) for a total of eight mod-

ules. Fig. 3. DE Example 1. Clock tree circuit for the modules of the DE circuit.

Each module has a fill-pattern, which depends on its activity pattern. Activity
patterns for the subtrees are also shown.

The above steps work well with digital signal processor cir-

cuits, where the data activity is well known. We assume that t| source 00 - idle
modules have registers on their inputs that are to be clocked Vis m ] cli
the clock signal is not fed to the inputs of the module’s registe - acive

then the outputs of the register will not change and, thus, t
module will not consume dynamic power. Given the activity pa
terns the clock construction stage can be executed at two phe

Vi3
in the design. v, Vio
: __HEEN
1) Before floorplanning/placement of the modules, we set

2)

to minimize the total activity of the clock tree. We ther

add the results of this stage to the placement probleMl__v M3 v, Al v, a v,

as follows. Let the graplé?,(V, E) denote a placement e v,- IL]ﬁ] v lAlzl s D:E.:P -
graph obtained from the circul{ MM, NV). Let the edges [ EEEN ) ﬁI:-

of this graph be weighted, such that the weights denote

priorities in increasing order. Given an activity-driverfig. 4. DE Example 2. Better tree for the DE circuit, which reduces the total
clock treeT(VC, EC)7 we use the mapping of the Clockactlvny by clustering modules with similar activity patterns.

tree sinksS to the placement graph vertic&s For each

vertex in this mapping, there exists a leaf vertex in theeeded. Consider modules A2 and M2, which have activity pat-
clock tree. For each pair of leaf vertices in the clockerns 001000 and 110110, respectively. Both modules are con-
tree, we add an edge to the graph with a weight nected in the clock tree forming a subtree rooted at the internal
proportional to the length of the simple path betweenodew,, with activity pattern 111110. We use the operatdp

the vertices. Hence, if the vertices are located nearby denote the bitwiser operation that is used to obtain the activity
the tree, the placement algorithm will tend to place thegattern of an internal node (or a subtree rooted at this node). The
closely. activity patterni/ of a subtree with sink§'is therefore obtained
After floorplanning/placement of the modules is comby 7 = U/, VU, Vv -- -V U,.

pleted, power consumption can be estimated from thefig. 4 shows another clock tree topology for the above ex-
placement and routing information. The objective odmple. In the figure, the modules of similar activity are placed
the clock construction is to come up with a suitablgjose to one another. By doing so recursively, we can increase
power tradeoff, taking wiring penalties into account. Thehe total number of idle periods. Since the power consumption of
problem of constructing the clock tree at this stage h@se clock and module can be reduced by gating the clock during
been well studied [6], [13], [14]. idle periods, the total number of idle periods in a clock tree is a

Fig. 3 illustrates a possible topology of a binary clock tremeasure of the power saving by clock gating. Table Il compares
with eight sinks that correspond to eight modules in Table the quality of the trees in the DE Examples 1 and 2 (shown in
Each module is drawn according to its activity pattern. The aEigs. 3 and 4, respectively) by this criteria. Note that the total
tivity patterns and modules are obtained from Table I. The treember of time periods in the full tree is 90.
also contains activity patterns of its internal nodes. The activity It should be pointed out that the total number of idle time
pattern of an internal node is calculateddsg-ing (bitwiseOR  periods is just an approximate estimation of power saving by
operation) the activity patterns of its two children. We obsenaock gating. The reason is that inserting clock gates introduces
that modules connected to the same clock subtree can be drigdditional power consumption of gate control signal and gate
by one clock gate. The most effective activity pattern of a cloatontrol logic. For instance, the different number of active/idle
gate is one that feeds the clock signal to the modules only whieansitions in the patterns can lead to different power consumed
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TABLE I
COMPARISON OF THETWO CLOCK TREES OFFIGS. 4 AND 5 IN TERMS OF Ml M2 1 ‘ Al A2
ToTAL NUMBER OF IDLE PERIODS A gates at '
level 2
Tree Number of Idle Time Periods \
Level DE Example 1 | DE Example 2 :/ :
Level 3 31 31
Level 2 9 13 : Vio Viz
Level 1 0 3 { M3 M4 Cl S1
Power Savings | 40/90=44% 47/90=52% I
Improvement is obtained by matching modules with sim- source
ilar patterns.
Fig. 6. H-tree placement for DE Example 2 with four clock gates inserted at
1 I level 2.
M M2/ gates at|AL A2 TABLE Il
level 1 COMPARISON OFPOWER CONSUMPTION FOR THETWO GATED CLOCK
v TREES OFFIGS. 5 AND 6
13 VM
Power
Contribution |Fig. 5| Fig. 6
M3 M4 Cl S1 Wiring Power | 84 69
Gate Power 2 4
Module Power | 208 164
source Total 294 237

. . . We assume that active power and idle power for a multi-
Fig. 5. H-tree placement for DE Example 2 with two clock gates inserted at plier areP, = 8 andP; = 2, respectively, active and

level 1. Clock gates are drawn as circles. idle power for other modules af@, = 2 andP; = 1,
respectively, and the power per gate is one.

by the gate control signal. More discussions will be given in oo
S)cle cti onglv g g of the same tree. Table Ill compares the power contributions of

Figs. 5 and 6.
In the following sections, we will formulate and solve three
problems related to activity-driven clock trees: clock tree con-
Given a clock tree topology, we seek to locate the clock gatsisuction, clock gate insertion, and clock gate insertion with zero
in the tree such that the total power is minimized. The objectigkew.
is to turn off as much capacitance as possible. This motivates
us to place the gates close to the parent node. The gate inser- IV. PROBLEM FORMULATION
tion problem requires detailed information about the parasitic

capacitances of the clock tree and the control lines of the gatte glssu(:/lveerthc%tngrrnzgcTjngle(z)rcihszlj)ll\(l)vv?/incancirr::]jr?éltjar\?wc;?
For this reason, we model the module placement by embedd[ﬁ tor'zal active circuit powerP;, during per?ods when the '

the clock tree in the plane using an H-tree structure. Examplec?rcuits are active and the clook must be supplied for broper
such an embedding is shown in Fig. 5. ! PP prop

function, and the totainactive or idle circuit power Py,
We now show the effect of clock gate placement on power, . . .

. . : when clock supply is unnecessary. For each sink, the periods
consumption. By placing the gates at level 1 in the H-tree ®'TF activity and inactivity are defined in an activity pattern
bedding of the DE Example 2 (see Fig. 5), we accomplish t y . y y P

o . . i = {aij|7 = 1,2,...,u,a;; € {0,1}}. The total power
things: the buffer driver (or level-zero gate) only drive the twg X
: . s consumed by the clock tree is

gates in question, and the activity patterns for the gates
andwvy4 are 111110 and 001111, respectively. Since there are . - o
no other gates under these gates, the activity patterns of all the £ = Z Z [aij Pa; + (1 — ai)Pr ]+ P7 + P7 (1)
nodes in their subtrees is inherited from the driving gates at the i=1J=1
subtree roots. Assuming that the modules are embedded iwlzere

uniform grid with grid spacing one, the wire length of the leaPs, andP;,  power consumption of théth module during

B. Locating Clock Gates

H-trees is three. An example of a leaf H-tree is the set of ver- each active period and each idle period, respec-
tices{vy, v2,vg}. At the next level, the total wire-length of the tively, and, hence, the first summation term de-

H-tree doubles. Therefore, the total wire-length under the gate notes the power consumed by all modules;

for vertex vy is eight. Since the capacitance contribution oP” power consumed by tree sections (i.e., wiring

a wire of length? is 3¢, where 3 is the capacitance per unit power);

length, the power contribution of this wire &2, 3¢. We will ~ P¢ power consumed by clock gates (i.e., gate

setfV3,3 = 1, and, thus, the power contribution of the wiring power).

is equal to its length. We assume that this is the power contwhere Let the clock tree be partitioned into a set ofock tree
bution of the wiring per activity period. As another example aections each corresponding to an edge of whijdhee sections
locating clock gates, Fig. 6 shows four gates inserted at leveh® connected only to internal nodes. Given thatihé tree
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section has activity patteif = {ai;|j =1,2,...,u,ai; € circuitmodules. This can be done by manipulating (2)—(4) into
{0,1}} (k= 1,2,...,r) and consumeg’; power during each the form of (5). Hence, the quantit¥(7") can be tuned to mea-
active period, its power consumption is given by sure or estimate as needed the power consumed by the system.
u We formulate the next problem using the definition of the
Pl (U = Z kP4, - (2) activity function given above. Once we have selected a clock
=1 tree, we would like to insert clock gates such that the total power

If a clock gate is added to this section, the power consumggnsumed by the system is minimized. _
by the gate (denoted H§S) can be computed as follows. Given 2) Activity-Driven  Minimum — Power ~ Gate  Insertion
that the activity of the clock gate &7, the activity pattern of (ADMPGI) Problem :If a gate is added at node; € V
its input clock signal I/ = {af,|j = 1,2,...,u,af; € in a clock tree7 (V, E) it increases weighted activity to;
{0,1}} (whereC denotes clock signal) and the input and outplﬂu? toits input clock S|gna_l and control signal, but may reduce
capacitances of the gate cause additional input péiar) and We|ghteq activity to nodes in the subtree_root_ec_jia_ﬂnd a set
output powerP(out) during its active period, respectively, we®f 9ates inserted in the tree such thd7') is minimized.
have

V. CLOCK ALGORITHM WITH PROVABLE BOUNDS
PE(US, UL = bt (UT)

u In this section, we consider the ADCTC problem. We propose
+ Z [a}ij(out) + aij(in)] (3) aheuristic algorithm to solve this problem. The clock tree has to
i=1 be constructed keeping signal skew in mind. The objective is to

whereb,, is a constant and(UZ) is a function that measuresconStrUCt a complete binary tree. The new algorithm, so-called
K e lockAvct, is based on recursive weighted matching. The idea

the changes in activity (and, hence, power consumption) of ¢ ghind the algorithm is to construct a tree in a bottom-up fashion

control signals of clock gates. If we define a set of transitions; . LS L .
TR(UT) = {al.al,. laZ £ af o while minimizing the object|v§ on a Ievel_ by level ba5|s._ We
kG modu Uk k,(+1)modu model the problem as follows: we would like to match pairs of
1’. 2, ’.“}' then t(Ukj ) = |TR(U;)|. Based on the above sinks as well as possible. The matching criteria is the value of
discussions, we rewrite (1) as follows: the objective given the activity pattern of the subtree containing
both sinks.
We can construct a complete weighted grégii, E), where
o V' represents the current set of sinks, and the weighted edges
T (17T G (17C 71T e;; = (vi,v;) € E represent all the possible matching pairs.
* Z B (V) + 157 (U, U TF\e ed(ge V\;(Z,ights are definedase;;) = A(7; UT;), where
o , 7, is the subtree rooted af. A minimum weighted matchiraf
: ~ 7 T G selects a set of edgds,, € E, such thaty__ wleij)
+ Z Z (ak;Pa + (1= aig) Pr) |- (4) is minimized subject to: 1)E,.,| = [|V]/2] aﬁjdc%f for z;ny
vertexv; € V, there exists only one edgg; € E,,. Each
If we choose not to gate a tree section, then the gate powefected pair of vertices is then connected in the clock tree to
penalty is zero and the activity pattern of that section is inheritgdparent vertex. The algorithm used to connect the vertices to
from the parent section. The additional pow#*) consumed the parent vertex depends on the stage in which the algorithm is
by adding a clock gate to the clock tree comes from the ad@eing used. If the algorithm is producing a global routing of the
tional activity and capacitance added to the circuit by the clogkock tree, then this step can be accomplished usizeyaskew
gate control signals and by the input and output clock gate GRerge algorithni21]. The vertex pair is then deleted from the
pacitances. set of matching candidates and the parent vertex is added to the
We formulate two general clock tree power minimizaset of candidates to be matched by the next stage. The matching
tion problems, namely, the problem of constructing aj@ repeated until only two vertex-matching candidates remain.
activity-driven clock tree and the problem of minimizingrhe pseudocode for this algorithm is shown in Table IV.
the total power in an activity-driven clock tree by clock gate |n the following, we show that if the weights of the cost func-

rr
P =0 [PF (UF) + 1F (U U]
k=1

=1 k=r;+1

i=1,k=rr+1 | j=1

insertion. tion have certain properties, the recursive matching algorithm
1) ADCTC Problem :Construct a tred (V, £) on a set of il yield a §-approximation [12]}-
sinksS such that the weighted sum of nodes activities Theorem 1: The recursive matching iséaapproximation al-
“ gorithm for the following cases.
AT) = Z bt (UZT) + Zqijaij (5) Case 1)6 = 2 when all weightsy;; = x andb; = v < 2k;
weV j=1 Case 2)6§ = 3 when the target tree topology is an H-tree,

and the tree topology dominates the values ofjihe

in the resulting tree is minimized, whegg, is the weight and -
d ® d weights, or and; = v < 2¢;;.

a,; is the activity pattern of sinks and/or internal nodes of the
tree.

Equation (5) is very flexible, since the weigtqt;;;‘ andb; can 1An algorithm is said to be é—apprqximgtiqn algorithm if the cogf of the
. . solution produced by the algorithm is within a factor®obf the costH, of
be defined to represent the exact power or an approximate POWEoptimal solution, i.emax{(H/H,), (Ho/H)} < &, wheres > 1is a

consumed by the clock tree sections, the clock gates, and/or ébestant.



710 IEEE TRANSACTIONS ON COMPUTER-AIDED DESIGN OF INTEGRATED CIRCUITS AND SYSTEMS, VOL. 20, NO. 6, JUNE 2001

TABLE IV
PSEUDOCODE FORALGORITHM CLOCK ACT

Algorithm ClockAct(S)
Input: set of sinks S.
Output: 7(V, E) clock tree on S.
Vie— 8V <0
While (|V’| > 2) do
Construct complete edge-weighted graph G(V', E') with
w(e;) = A(Z;UT;);
Compute minimum weighted matching E” C E' on G;
For each edge ¢;; € E” do
V= V' = {v, v}
V—VU{uv,v}
Construct new vertex vy;
F—~FEuU {eik,ejk};
V= V' U {v}
EndFor
EndDo
Construct the tree from the vertices left in V',
return 7(V, E);

approximation is tight, as we will show next. Consider a case
where all the activity patterns are equal: any matching in this
case will produce a tree with the desired cost. This completes
the proof for Case 1.

For Case 2, consider the construction of an H-tree. The
H-tree is constructed recursively by connecting the centers of
four H-trees with another H-tree. Assuming that the modules
are placed on a grid with grid spacing one, the total length for
each leaf H-tree is three (since there are three wires on the
H). At each subsequent level, the total wire length doubles. In
general, the H-tree at levélwill have a total of3n/2¢ wire
length. Furthermore, since each H-tree spans two levels of the
clock tree, there ardogn/2 H-tree levels. In the leaf level,
there will be a total ofn/2 H-trees for a total oB8n/2 wire
length. Of this wire lengtt2/3 end up in the leaf level of the
clock tree, which has wire length. The total wire length in
the remaining of the H-tree is/2 + 3n E;":gln/Q(l/zi) < 2n.

The total wire length in the leaf level and in H-treerisand
3n, respectively. This indicates that the recursive matching

Proof: We now define the power savingig obtained from algorithm yields a three-approximation in this case. ]
an activity-driven tree. From the definition of the cost function It is known that the weighted matching problem has exact

> (bt (UF) + D wjai

A(T) =
v CV j=1
=2 D> ai— Y > al—ay)
vV j=1 v eV j=1
+ > bt (UF).
v, €V

[11] and fast approximate polynomial time solutions (for
a survey, see [1]). Given that a matching algorithm takes
O(T..(|V],|E])) time to complete, we can obtain the time
complexity of the ClockAct algorithm that follows.

Theorem 2:Given a matching algorithm that can com-
plete a matching inO(Z,.(|V|,|E|)) time, the ClockAct
algorithm constructs a binary activity-driven clock tree in
O(Lu (V| |E]) log [V]) time.

Proof. The recursion cuts the problem size in half at each
step. LetT(|V],|F|) denote the time taken by the ClockAct

Let K denote the total power of the ungated clock tree. For evealgorithm. Then we can produce a recursive formula for the time

idle pattern, there can be at most two transitions. Hence

AT)=K+ > > (g — 2b)(1 — aij).

v CV j=1

Now letx;; = (g;; — 2b;). The power savingV of an activity-

driven clock tree is as follows:

W = Z Z’ﬂj(]— — aij).

v CV j=1

complexity:T(|V|,|E]) = T.(|VI, |E]) + T(|V]/2, |E|/4). In
other words, we hav&(|V|,|E]) = O(T..(|V], |E|) log|V])
time. ]

To finish this section, we propose algorithms that compute
lower and upper bounds on the clock tree construction objective
A(T). We later use these bounds as experimental evidence on
the quality of our algorithms. We compute the lower and upper
bounds by considering the construction of an optimal tree with a
single time period. In this case, modules will either be constantly
active or constantly idle. To minimize the power at each level of
the clock tree, we match as many active modules as we can. To

Furthermore, leW(I) denote the amount of power savings obmaximize the power at each level of the clock tree, we match as
tained by gating levelof the tree. Now consider the simple caséew modules as we can at each level. To obtain bounds on the
whenr;; = 1, where we intend to maximize the number of idléull problem, we apply the algorithm proposed above to each bit

periods. Let the functiom(U;) = E'};l(l — a;;) denote the of then modules and sum the objectives values.

number of idle periods in an activity pattdri. By the definition

of the v function, the number of idle periods cannot increasey; A | GoRITHMS EORACTIVITY -DRIVEN GATE INSERTION

when merging two subtrees(l/; VU/;) < max(v(U;),v(Uj)).

Thus, W (1) = 3,y leviy— ©(Uz) and by the property stated In this section, we propose two exact algorithms. The first

algorithm solves the ADMPGI problem, but produces solutions

above, W(l) < W(I + 1)/2. Hence,W(l) < W(h)/2", : ) i
whereh ié )thg heiéhtJrof )t{1e tree Sindé’) - Ekggz/w(l) of arbitrary skew. The second algorithm uses the solution to the
' =l ' first to achieve solutions with zero skew.

thenW < 2W(h) — 1. A perfect matching of the leaf level

provides the lower bound on the total cost of the tree. Thus ) .

the recursive matching algorithm produces a solution that is%t EXact Algorithm for Gate Insertion

worst a two-approximation. Now let;; = ~ — 2v and then Given that a clock tree has been constructed, we must now
W < 2(k—2v)W(h), which is also a two-approximation. Thisdetermine the best locations in the clock tree for clock gates.
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TABLE V
PSEUDOCODE FORALGORITHM GATE INSERT M1 M2 Al A2

Algorithm Gatelnsert(7(V, E))
Input: Clock Tree 7(V, E). 'y

Output: Clock gates inserted in 7 in array Soltn. o
For v; € V ordered by decreasing lev(i) do
p « Parent(v;); M3 M4 Cl oo S1

For k =1 to lev(é) do
GP — PE(UL.UT) + PI(UT);

noGP — PT(UF); source
For each v; € Child(i) do
GP — GP + Powerl[j,lev(i)]; Fig. 7. thimal solution for sgmple prpblem. This solutio_n was obtained with
noGP — noGP + Power[j, k; the following parameters. Mu|t|p||eract|v¢ powBr, = 8 and idle power’; =
EndFor 2, other modules active powét, = 2 and idle power?; = 1, the gate control

signal poweb; = 1, the gate input poweP(in) = 0.1, the gate output power

Powerls, k] — min(GP,noGP); . P(out) = 0.1, and the tree activity weights are proportional to the wire length
Gate[i, k] — (GP > noGP) ? "gate” : "nogate”; on the H-tree.
EndFor
EndFor . . .
min{Aq. (Uy), Axg, (Ux)}. Given a gate and no-gate choice
Soltn[0] — "gate”; and the input patterty;,, we have
Pattern[0] — 0;
For v; € V in depth-first order do di
p — Parent(u) Ag,(Uy) = PEWU:, Uy) + PEU) + > 45U (6)
Soltn[i] — Gate[i, Pattern[p]); J=1
Pattern|i] — (Soltn[i] = "gate”) ? lev() : Pattern[p}; .
EndF -
— Ana, (U) = PF(U) + ) Aj(U) U]
j=1

Our objective is to minimize the total power of the system, aghered; is the number of children of nodg. Note that in the
defined in the previous section. case of a gated solution, the gate imposes the activity pattern
We propose an exact algorithm, called Gatelnsert, to solf@ the subtree. In the case of the ungated solution, the activity
this problem, based on a bottom-up traversal of the clock trgittern is the input pattern. Also note that these functions are
The algorithm inserts clock gates on the clock tree edges,@{ghe general form of (5). We observe that the number of pos-
close as possible to the parent nodes. The main idea of theséple input patterns is l¢v) < h, corresponding to each of
gorithm is to keep track, as we go up the tree, of the cost of tHe nodes above;, where a gate may be placed, thus setting
two possibilities of adding or not adding a clock gate, which wiée input activity pattern. The first stage of the Gatelnsert al-
call thegateandno-gatechoices, respectively. gorithm computes all possible solutions for each vertex. Since
Consider the problem of measuring the power consumed ¢ root nodey, has only one possible input pattern, the value
a clock gate at the root of a subtree, assuming that we know 8fedo = A(7) is the minimum weighted activity of the tree.
solutions for the children nodes. We also know the desired alde second stage of the algorithm follows the optimal solution
tivity pattern for that gate. However, we do not know the activitghoices in a top-down manner. Since the parent node’s activity
pattern of the input clock signal since it depends on the choipattern is set, then the child’s solution is also set. u
of gating above the root node of the subtree. We observe that th&ig. 7 shows the optimal solution for DE Example 2.
number of possible activity patterns is equal to the level of the Theorem 4: Algorithm Gatelnsert finds a solution to the
root node of the subtree. Therefore, we can compute and s&RMPGI problem usingD(n log n) time and space.
for later use the best solution for each possible input activity ~Proof: By Theorem 3, the algorithm Gatelnsert computes
pattern. Similarly, for the no-gate choice, we can make the sagied saves lgié) solutions for each vertex; € V. All other
computation. Finally, we compute the best solution for each a@perations in the algorithm amount to tree traversals which take
tivity pattern by choosing from each child the best from the gafé(n) time. Therefore, the algorithm takes(}_ i lev(i))
and no-gate solutions. At the end of the traversal, the clock géifee and space. Since gy = O(h), the time and space
insertions can be made by following, in top-down fashion, teomplexities become3(nh). Also, since the tree is a complete
choices made at each node in the tree. Table V shows the pd#nary tree, the algorithm take3(n log n) time and space. m
docode for algorithm Gatelnsert. . .
Theorem 3: Algorithm Gatelnsert finds a set of gates inB: Exact Algorithm for Gate Insertion With Zero Skew
serted in atred (V, E) such thatA(7) is minimized. The Gatelnsert algorithm as described above does not take
Proof: Let 4,(Uy), Ag,(Ux) andAng, (Ur) denote, fora skew into account. In this paper, we consider the only effects
nodew,; and input activity patterid/;, the minimum weighted of buffer/gate skevon the real skew. Skew is defined as the
activity solution, the minimum weighted activity solution usindargest difference between the source to sink delays. Buffer/gate
a gate, and the minimum weighted activity solution with nekew is defined as the largest difference between the number of
gate, respectively. At a node, only two solutions exist: eithgates or buffers between the source to sink paths. By making
the node uses a gate or it uses no gate. Therefoig/,) = the buffer/gate skew zero and choosing the designs of the gates
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and buffers carefully, the remaining skew is due to wiring delz Reduction in Power Usage by using Matching

and load capacitance effects, which can be minimized using 1
approaches proposed in [18].

Since the Gatelnsert algorithm does not consider the numig
of gatesinthe source to sink paths, it may produce solutions w8
large skew. To solve this problem, we propose the followin
modified algorithm, so-called zsGatelnsert. The idea is to ha &
the same number of buffers/gates in all source to sink patlE w01
We assume in this solution that either a tree level can be ga"'
or it cannot. This assumption is consistent with the objective 20 |
constructing zero-skew clock trees. Therefore, the algorithm

100 1

d (%)

80 T

60 T

three choices at each node. 0 _ , , ,
1) Insert a gate. This instance requires that all nodes at 1 0 20 40 60 80 100
same level must also have a gate or a buffer. Leat activity (%)

2) Insert a buffer. This occurs while a gate is not needed at

the node, a gate has been inserted at another node offtiges. Graph shows the percentage of ungated tree power consumed by the
same level. gated trees. Each point represents the average result over 25 such pattern sets.

. . xperiment was carried out from 10% to 90% activity at the leaves. Curves
3) Insert no gates and no buffers at any nodesina given Ie w from top to bottom, an average result over 100 randomly generated trees

of the tree. and three results obtained from trees generated using the greedy matching
We note that msertmg a buffer does not change the aCtlvﬂgO”thm (where one, zero, and three duplicates of each leaf patterns are
nerated, respectively).
patterns and only increases the power consumed by the &

Hence, we propose the following algorithm modifications. i i
2) For each module, randomly selektintegers in the

1) k?eflfectacomtbma't:mn oJIev?sthata:E notallqwed tlo halve range [L,u — 1]. Construct intervals{[0, ui], [ur +
uffers or gates. For all vertices on the remaining levels, |, v " ") v such thaty < fori < 5. Alterna-

add a buffer. , tively, set the the time periods in each interval as either
2) Run Gatelnsert and add gates only in those levels where .00 o iqie

this is allowed. When a gate_ls added, '.t replaces a bufier. 3) Duplicated times a given set of activity patterns, thus
3) Repeat step 1 for all possible combinations of levels; makingn = n x 24
choose the best cgmbmanon. _ ~ We have observed that the quality of our results changes with
The above procedure is repeated for all possible combinatiqAg types of patterns and with the percentage of active time pe-
of IeVelS. The f0||0Wing theorem ShOWS the correctness and th@ds To show the properties of our a|g0rithms' we have two

complexity of this algorithm. . sets of results (where the H-tree structure was assumed).
T_heorem 5: Given a_clock tree WlﬂO(logn) levels, the al- 1) We show the power consumption from ungated clock
gorithm zsGatelnsert finds a solution to the ADMPGI problem trees, randomly constructed trees with gates inserted
with ze:jo gate/puffer skew. The algorithm need* logn) using our algorithm, and trees constructed using our
time andO(nlogn) space. o _ _ matching and gating algorithms. These results are shown
Proof: The algorithm finds a minimum solution by virtue in Fig. 8

of the exhaustive search of possible solutions. The buffer/gatez) We compare average matching costs for different problem
skew of the solution is zero by the construction of the problem: ~ ;. ¢ using randomly constructed clock trees and clock
every vertex in a level will either have buffers and gates or . .oc constructed using the greedy matching algorithm.
neither. Therefore, all source to sink paths have the same These results are compared to the lower and upper bounds
number of active devices. Note that a level allows either gating computed using the algorithm proposed in Section V. Fur-

or no-gating, which implies that there are two possibilities thermore, the comparisons are made for different types of
per level. Forh levels, there are a total & possible solu- patterns The results are shown in Fig. 9

tions. Thus, the time complexity i©(nh2"). Again, since ' o
h = O(logn) for a complete binary tree, the algorithm takes
O(n?logn) time. The space complexity of the algorithm |s
that of Gatelnsert.

The results shown in Fig. 8 indicate that our choice of

matching function is a good simplified clock tree construction
objective and that the proposed tree construction and gate

insertion algorithms are effective in reducing the dynamic
VIl. EXPERIMENTS power consumption. Furthermore, for design instances where
power-driven clock tree construction is not practical, the gate

Since no benchmarks exist that can be used in our test Wifgertion algorithm produces results of independent interest.

activity-driven clock design, we used randomly generated bit The results in Figs. 8 and 9 show that the matching algorithm
patterns in our experiments. The bit patterns can be genergigguces both the matching objective and the power consump-
by one of the following methods. tion of gated clock trees. Also, it can be seen from these graphs
1) For each module, randomly setactive periods out of a that the results obtained from this algorithm are very close to
maximum ofw time periods. optimal results which are indicated as the lower bound graphs
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Comparison to Greedy Matching Algorithm: H i 7 . x
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Fig.9. Graphs show matching cost upper bound and lower bounds and average matching cost for randomly generated trees for various probleralsies. Cost v
are normalized as percentages with respect to the cost values of the greedy matching tree solutions.

in Fig. 9. Our experiments show that the greedy matching algo-  as TimberWolf [19] and Gordian [16]) to deal with these
rithm produces trees with increased power savings. interrelated issues.
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