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Abstract— With high integration density of today’s electronic
system and reduced noise margins, maintaining high power
integrity becomes more challenging for high performance design.
Inserting decoupling capacitors is one important and effective
solution to improve the power integrity. The existing decoupling
capacitor optimization approaches meet constraints on input
impedance. In this paper, we show that impedance metric leads
to large overdesign and then develop a noise driven optimization
algorithm for decoupling capacitors in packages for power
integrity. We uses the simulated annealing algorithm to minimize
the total cost of decoupling capacitors under the constraints of a
worst case noise bound. The key enabler for efficient optimization
is an incremental worst-case noise computation based on FFT
over incremental impedance matrix evaluation. Compared to the
existing impedance based approaches, our algorithm reduces the
decoupling capacitor cost by 3× and is also more than 10× faster
even with explicit noise computation.

I. I NTRODUCTION

Power integrity becomes increasingly important for the per-
formance of integrated circuits with higher integration density
and lower noise margins. Compromised power integrity may
lead to logic and timing errors. Nowadays, IC chips operate at
very high frequencies and consume a large amount of power.
The number of I/O’s is ever increasing. A large number of
I/O’s lead to serious simultaneous switching noise (SSN). In
this paper, we focus on decoupling capacitor optimization for
power integrity of chip I/O’s. Our method can be also used for
decoupling capacitor optimization in other part of the power
delivery system.

For package decoupling purpose, discrete decoupling capac-
itors are used. Each type of decoupling capacitor has different
equivalent serial capacitance (ESC), equivalent inductance
(ESL) and equivalent resistance (ESR) [1]. Consequently,
they have different effective frequency ranges and prices. The
effectiveness of the decoupling capacitors also depends on its
electrical environment and varies with locations. Therefore,
the types and locations of the decoupling capacitors have to
be optimized for most effective design with minimal cost.

Majority of existing work for in-package or on-board decou-
pling capacitor optimization is trial-and-error methods, such as
[2] and [1], both of which are manual processes. Automatic
optimization methods have also been presented. The authors of
[3] use the PEEC model and model order reduction techniques
to compute the input impedance and then search for the
optimal locations of the decoupling capacitors to minimize
the impedance by gradient based search. In [4] the authors
use FDTD and FFT to obtain frequency dependent Poynting
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Fig. 1. Impedance and noise waveform

vector and decoupling capacitors are iteratively put at the port
with maximum Poynting vector. However, in both papers the
decoupling capacitor value is fixed, and ESL or ESR is not
considered.

The most comprehensive work on automatic optimiza-
tion of package decoupling capacitors is [5]. The authors
model the inductive effect of packages with susceptance
(inverse of inductance), and extract a resistance-capacitance-
susceptance(RCS) model. Based on this model a macromodel
is built with a model order reduction technique. Then based on
the macromodel a simulated annealing algorithm is developed
to search for the optimal types of decoupling capacitors at
given locations to minimize the cost under the constraint
of a target impedance at chip I/O ports. Different types of
decoupling capacitors with different ESC, ESL and ESR are
considered.

However, the approach is based on impedance metrics,
which will lead to significant overdesign. For example, in Fig.1
we show a case where the noise bound is met but impedance
bound is not. Fig.1(a) shows that the target impedance is not
met in most part of the frequency band. However, the noise
bound has been met as shown in Fig.1(b). It is clear that the
target impedance can not capture the noise accurately and may
cause overdesign.

In this work, we directly use noise as the metric of SSN and
develop an efficient noise model to optimize the location and
types of decoupling capacitors. We consider a large number
of ports to search for the optimal locations for decoupling
capacitors. We assume the impedance matrix is given and
develop an efficient model to compute the new impedance
matrix with one decoupling capacitor inserted or removed. The
time complexity of our algorithm isO(n2) compared toO(n3)
in the state-of-the-art existing work [6]. With impedance
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matrix and pre-characterized switching current waveform, we
use FFT to compute the noise waveform and obtain the worst
case noise. Based on these models, we develop a simulated an-
nealing algorithm to minimize the cost subject to the maximum
noise constraint. The algorithm demonstrates good efficiency
with large number of port. It finished a case with 93 ports in
less than 7 minutes with 5881 iterations, which is more than
10× faster than previous work. We also compare our approach
with impedance based approach and show that impedance is
not a good metric for noise and impedance based approach
leads to overdesign. Compared to our noise based approach,
the impedance based solution has 3× larger cost.

II. ELECTRICAL MODELS

A. Package and decoupling capacitor model

Packages for semiconductor chips often consist of multiple
signal layers, power planes and ground planes with dielectric
in between. Metal signal traces connecting the chip I/O cells
to the PCB traces are routed between planes, and package
planes are stapled together with vias, and connected to PCB
by balls. We assume the locations of chip I/O ports are known
and the possible locations for the decoupling capacitors are
predefined. We extract the macromodel of the package with
the specified ports for I/O’s and decoupling capacitors before
the optimization process. Specifically, the macromodel we use
in this work is the impedance matrixZ(fk) at a number of
sample frequenciesfk. With the macromodel, the efficiency
of following optimization process no longer depends on the
size of the original circuits, but only depends on the number
of ports defined. This allows a very complex package to be
optimized in a very short time. In this paper, we first extract
a detailed RLCK circuit of the package, and then use a model
order reduction technique to obtain the impedance matrix. The
frequency dependent impedanceZ can also be obtained by
other methods, such as full-wave field solvers.

The decoupling capacitors for the package are discrete ele-
ments. Each type of decoupling capacitors is modeled by ESC,
ESL and ESR. The frequency dependent impedance at the
sample frequencies isZd(ω) = ESR+1/(ωESC)+ jωESL
.

B. Model current of I/O cells
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Fig. 2. Switching current model

Normally each I/O cell drives a transmission line. When
switching, it draws a current from the power delivery system
and causes voltage fluctuation (SSN noise). For each type
of the I/O drivers, the loading are often specified. Therefore

switching current profile is not random. In ideal cases, switch-
ing current can be easily obtained by simulation. However,
in non-ideal environments with noise and process variations,
current can vary around the ideal current waveform. Consid-
ering the worst or tolerable design corner cases, designers can
obtain the current cause the worst case noise or consider all the
possible corner cases. In this work, we assume that the worst
case current profile has been obtained for each driver. Similarly
to [7], for simplicity we model the current waveform as a two-
segment piece-wise linear waveform (triangular waveform) as
shown in Fig.2.

III. I NCREMENTAL COMPUTATION OF IMPEDANCE

With the insertion or removal of decoupling capacitors, the
impedance matrix of the system will change and affect the
noise value. Therefore, the impedance matrix has to be updated
with changes of decoupling capacitor distribution. In [5], this
is done bynio AC sweeps, where thenio is the number of
I/O ports. Another method is presented in [6]. Assuming the
macromodel without decoupling capacitors is given in terms
of admittance matrixY (ω), the impedance with decoupling
capacitors is computed as,

Z(ω) = (Y (ω) + Ỹ (ω))−1 (1)

Where Ỹ (ω) is a diagonal matrix withỸii equal to the
admittance of the decoupling capacitor at porti at frequency
ω. Both of these methods need at least one matrix inversion, on
which the computation time of this operation mainly depends.
BecauseY is a macromodel, it is usually a dense matrix and
the time complexity of the matrix inversion is roughlyO(n3

p),
wherenp is the number of ports including the I/O ports and
the ports for the decoupling capacitors.

The approach above is good for computing impedance
when simultaneously inserting or removing a large number
of decoupling capacitors. However, in iterative optimization
process, we normally add or remove one or a small number of
decoupling capacitors each time. In this case, matrix inversion
is not necessary for impedance computation. In addition, the
approach above always compute all theZij even if only
a few is needed. In fact, we only need to computeZij

when necessary in iterative algorithm. We propose an efficient
incremental method to compute each impedance elementZij

separately with much less overall complexity.

Z Zd

Port k

Port i

Port j

Fig. 3. Inserting one decoupling capacitor

To derive the model we assume at a certain frequency the
impedance matrix before inserting the decoupling capacitor is
Z and we insert one decoupling capacitor at portk as shown
in Fig.3. We need to solve the new impedanceẐ. Ẑij , which
is the transfer impedance from portj to port i, is equal to
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the voltage ati when applying an 1A current source at portj.
With two-port network theory, the current running through the
decoupling capacitor can be derived asZkj/(Zkk+Zd), where
Zd is the impedance of the decoupling capacitor. Replacing the
capacitor with a current source of the same current According
to the superposition principle,

Ẑij = Zij − ZikZkj

Zkk + Zd
(2)

The overall impedance matrix with the decoupling capacitor
added at portk at a given frequency is

Ẑ = Z − bkak

Zkk + Zd
(3)

whereak is thekth row of Z andbk is thekth column ofZ.
This is a rank one updating [8]. The complexity of this process
is O(n2

p). Similarly, the overall impedance matrix with the
decoupling capacitor removed from portk at a given frequency
is

Ẑ = Z − bkak

Zkk − Zd
(4)

Compared to (1), this method is obviously more efficient and
scalable with the number of ports, when only one decoupling
capacitor is added or removed. This is especially suitable
for iterative optimization process or trial-and-error process,
in which one or a small number of decoupling capacitors are
changed and the impedance matrix is needed to be reevaluated
in each iteration. Another advantage of this method is that to
obtain certain ports’ impedance we only need to selectively
compute them with (2) without computing the impedance of
other ports. This again is good for try and error method as
will be explained later in section V.

If n decoupling capacitors are changed, the computation in
(3) needs to be repeated forn times. Whenn << np, it will
still be more efficient than (1). The worst case is thatn = np,
which means the distribution of decoupling capacitors changes
at all the ports, and the complexity becomesO(n3

p) same as
[6]. Fortunately, this case will never happen in one iteration.

IV. N OISE METRIC

A. Impedance metric

Traditionally, for the integrity of power delivery system,
the impedance at given ports is required to be lower than a
computed target impedance in the entire frequency bandwidth
of interest. According to [9], the target impedance can be
computed as follows,

Zt =
δV dd

I
(5)

where,δ is tolerable variation of Vdd andI is the switching
current at the given ports. However, the impedance is not
directly proportional to the noise and this kind of approaches
is pessimistic. In fact, the current is not uniformly distributed
in the entire frequency band but generally decreases with
frequency increasing. One example is shown in Fig.4. In the
contrast the impedance generally decreases with frequency
increasing. Also, different frequency components have dif-
ferent amplitude and phase, and may cancel each other. The
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Fig. 4. Spectrum of a switching current

impedance needs not to be very small in the entire frequency
band. A large impedance at a lower frequency may cause large
time domain noise, but may not cause problem at a higher
frequency. One case has been shown in Fig.1.

B. Time domain metric

In this paper, we directly consider the noise in the power
delivery system at each port of interest. For the noise at
port i induced by the switching activity at portj, the noise
component at thekth frequency sampling point can be easily
computed as,

Vij(fk) = Zij(fk)Ij(fk) (6)

We then use Fast Fourier Transform (FFT) to compute the time
domain waveform. The time complexity of FFT isO(n log n)
wheren is the number of the sampling points. At a given port,
we consider both the noise induced by the I/O cells connected
to the port and the noise induced by the switching activity of
I/O cells connected at other ports. Because the switching of the
I/O cells are random and the system is linear, the worst case
noise at one port is the sum of the maximum noises induced
by all the cells.

V. EFFICIENT FLOW FOR DECOUPLING CAPACITOR

OPTIMIZATION

With imperfect decoupling capacitors and large inductive
effects, the solution space of in-package decoupling capacitor
optimization problem is strongly non-monotonic. In addition,
the decoupling capacitors are discrete elements. Mathematical
programming methods generally used for on-chip decoupling
capacitors is difficult to be applied in such case. With the
proposed model, we propose an efficient generic flow for
iterative decoupling optimization as shown in Fig.5. In this
flow, we compute the SSN at the I/O drivers to determine
whether the altered solution should be kept. If kept, the
impedance matrix is further completely computed and updated.
The iteration terminates when certain criteria is met. Since the
SSN only depends on the impedance of I/O ports, we only
need to compute these impedance elements to decide whether
to accept the new solution. Therefore, in step 3 of Fig.5 we
only compute the impedance of I/O ports and the complexity
of the computation is onlyO(n2

IO), wherenIO is the number
of I/O ports or the ports where the impedance needs to be
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1. Compute impedance matrix of PDS without decaps 

3. Compute impedance of I /O ports

4. Noise Computation via FFT

Satisfied?

2. Change types and locations of decoupling capacitors

N
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Accepted?

Y

Y

N

5. Compute Impedance 
of rest ports and update 

Impedance matrix

Fig. 5. Efficient decoupling capacitor optimization flow

TABLE I

DECOUPLING CAPACITORS[5]

Type 1 2 3 4
ESC(nF) 50 100 50 100
ESR(Ω) 0.06 0.06 0.03 0.03
ESL(pH) 100 100 40 40
Price 1 2 2 4

controlled. The square in the formula is because we consider
the coupling between these ports. If we accept the new solution
based on the new SSN computed from impedance at I/O
ports, the impedance of the rest ports (ports for decoupling
capacitors) are computed further in step 6 of Fig.5 and the
complexity is O(n2

p − n2
IO). If the number of I/O ports is

much smaller than the total number of ports, this separation of
computation can further save significant computation power.
When nIO

∼= np, the complexity is roughlyO(n2
IO). This

flow is suitable for both automatic optimization and manual
optimization. In addition, even without the noise computation
via FFT, this flow can also greatly speed up impedance based
iterative optimization process.

VI. N OISE DRIVEN OPTIMIZATION

A. Settings

In this section, we use the developed impedance and noise
models to minimize the cost of the decoupling capacitors in
a package under the constraint of noise in the power delivery
system. The package is often cut into different domains for
different supply voltages. We optimize each voltage domain
separately. Similar to [5], we also try to minimize the total
decoupling capacitor cost. We consider different types of de-
coupling capacitors with different prices. We assume the same
set of decoupling capacitors as in [5], which are summarized
in table I. We assume that the Vdd is 2.5V and require the
noise to be less than 15% of Vdd, which is 0.35V.

B. Simulated Annealing Algorithm

We use the simulated annealing algorithm to optimize the
types and locations of the decoupling capacitors so that the
total cost is minimized and the noise in the power/ground
plane is smaller than a given bound. The objective function is
defined as

F (pi, cj) = α
∑

i∈IO

pi + β
∑

j

cj (7)

TABLE II

WORST-CASE NOISE AT PORTS

port 1 2 3
before optimization 2.52V 2.49V 2.48V
after optimization 0.344V 0.343V 0.344V

whereα andβ are weights for the noise and cost respectively.
α is chosen to be much larger thanβ so that the noise
constraint can be achieved.pi is the penalty function for
violation of the noise constraint.

C. Results

In this case, we assume 1cm×2cm rectangular cut of a
package with a power plane and a ground plane. I/O cells
are located at one edge of the structure. We assume that there
are 30 I/O cells. Each of them will draw the current shown in
Fig.4. Since cells close to each other have similar impedance
and strongly couple to each other, we partition the 30 I/O cells
into 3 groups and define 3 I/O ports. Each cell is connected
to the closest I/O port and each of the ports is connected
with 10 I/O cells. Note for higher accuracy, more ports can be
defined if necessary. We allow the decoupling capacitors to be
distributed across the plane, and therefore define 90 uniformly
distributed ports on the package. Totally, there are 93 ports in
our macromodel.

Our noise based algorithm found a valid solution where
all the ports meet the noise constraint. The worst case noise
of each port is listed in table II. As we will show later in
this paper in Fig.7, the resonance peaks has been effectively
pushed to higher frequency and impedance at low frequency
has been reduced. Correspondingly, the large oscillation noise
has been largely reduced. The total cost of the decoupling
capacitors is 20. In Fig.6, we show the distribution of the
decoupling capacitors in a uniform grid. In this figure, the
numbers stand for the type of decoupling capacitor, and ’0’
means no decoupling capacitor.

     0     0     0     0     0     0     0     0     0     0     0
     0     0     0     0     0     0     0     0     0     0     0
     0     0     0     0     0     0     0     0     0     0     0
     0     0     0     0     0     0     0     0     0     0     0
     0     0     0     0     0     0     0     0     0     0     0
     0     0     0     0     0     0     0     0     0     0     0
     0     0     0     1     0     0     0     0     0     0     0
     0     1     0     0     0     3     0     0     0     0     3
     1     0     0     1     0     4     0     2     3     0     1
     0     0     0     0     0     0     0     0     0     0     0

Chip

Fig. 6. Optimal distribution of decoupling capacitors from noise driven
approach

We further compare our results with an impedance based
approach. In this approach, for the objective function we
substitute the noise with the maximum impedance and replace
the noise bound with the target impedance. Because we require
the noise less than 0.35V and the total peak current of 10
I/Os connected to one port is 500mA, the target impedance
for each port is 0.7Ω. We can see that though the decoupling
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TABLE III

IMPEDANCE AND NOISE AT PORTS

port 1 2 3 bound
maximum impedance 5.31Ω 5.59Ω 7.12Ω 0.7Ω

worst-case noise 0.256V 0.302V 0.284V 0.35V

capacitors still concentrate around the chip but spread more
across the planes than noise driven approach. The total cost
is 72, which is more than 3× larger than the results of
noise driven approach. In Fig.7 the input impedance at one
port is compared to the impedance at the same port from
the noise based approach. We can see with more decoupling
capacitors, the impedance based approach further reduces the
impedance. However, such low impedance is not necessary
for the target noise bound. In table III, we summarize the
maximum impedance and the worst case noise at each port.
We can see the target impedance can not be reached but the
noise is already well below the noise bound. This shows using
impedance as a noise metric will lead to large overdesign.
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Fig. 7. Comparison of impedances after optimization

D. Runtime

We implement the algorithms in Matlab and conduct ex-
periments on a 2.8GHz Xeon system. For comparison, we
also implemented the method of (1). The runtime of different
methods is shown in table IV1. In the table, method 1 is the
proposed method using the proposed incremental impedance
computation and FFT for noise computation. Method 2 uses
the impedance computation method from [6] and FFT for noise
computation. Method 3 is from [5]. By comparing method
1 and 2, we can see that the incremental computation of
impedance is 11× faster than the matrix inversion based ap-
proach. Comparing method 1 and 3, our method is significantly
faster than method 3 even considering the speed difference of
the computing platforms and with more ports. we can see that
the models and algorithm can handle a large number of ports
and can be readily used for optimization of real designs.

VII. D ISCUSSION ANDCONCLUSION

We studied the optimization of decoupling capacitors for
package power integrity. Traditionally, impedance is used as

1The runtime of method 3 in table IV is taken from [5]. The computation
platform is 1GHz Pentium 3, and the computing language is unknown.

TABLE IV

RUNTIME .

approach 1 2 3
ports 93 93 20

iterations 5881 5403 1920
run time(s) 389.5 4156.1 2916.0

avg. run time(s) 0.0662 0.7692 1.519

noise metric. However, this approach is also based on certain
assumption of current waveform to determine the effective
frequency range over which the impedance bound is applied.
Commonly the frequency range is determined from signal ris-
ing time. It still can not consider all kinds of current waveform
and has the difficulty to determine the effective frequency
range. Too pessimistic estimation of frequency range can lead
to large overdesign. To obtain a tight frequency range and
avoid large overdesign, the worst case current profile should
be determined and noise metric should be used.

In this paper, we used time domain noise as the metric to
guide the optimization. To do this, we developed an efficient
worst case noise model. We first developed an efficient method
to compute the port impedance incrementally with changes
in decoupling capacitor configuration. The complexity of the
method is onlyO(n2) compared to previous work’sO(n3)
complexity. Based on the impedance we then computed the
noise with FFT. We further developed a simulated annealing
algorithm to minimize the cost of the decoupling capacitors
under the constraints of worst-case noise. Experiments showed
that our algorithm demonstrates good efficiency with large
number of ports. Compared to previous work, we gained more
than 10× speedup. The cost of the solution from our noise
based approach is 3× smaller than the cost from the solution
of the impedance based approach. In this work we mainly
consider the SSN at I/O drivers, but the SSN in the entire
package can be easily considered with additional probing
ports. We assumed the worst case current is given in this work.
We will develop the methodology to determine the worst case
current waveform for I/O drivers.

REFERENCES

[1] X. Yang et al. , “The optimal value selection of decoupling capacitors
based on FDFD combined with optimization,” inEPEP, 2002.

[2] Y. Chen et al., “Optimum placement of decoupling capacitors on pack-
ages and printed circuit boards under the guidance of electromagnetic
field simulation,” inECTC, 1996.

[3] A. Kamo et al., “An optimization method for placement of decoupling
capacitors on printed circuit board,” inEPEP, 2000.

[4] I. Hattori et al., “A searching method for optimal locations of decoupling
capacitors based on electromagnetic field analysis by FDTD method,”
in EPEP, 2002.

[5] H. Zheng et al., “On-package decoupling optimization with package
macromodels,” inCICC, 2003.

[6] J. Zhao and O. P. Mandhana, “A fast evaluation of power delivery system
input impedance of printed circuit boards with decoupling capacitors,”
in EPEP, 2004.

[7] H. Su et al., “Optimal decoupling capacitor sizing and placement for
standard-cell layout designs,”TCAD, vol. 22, pp. 428–436, 2003.

[8] G. H. Golub and C. F. V. Loan,Matrix Computations. John Hopkins
University Press, 1983.

[9] L. Smith et al., “Power distribution system design methodology and
capacitor selection for modern cmos technology,”IEEE Transactions on
Advanced Packaging, vol. 22, pp. 284–291, 1993.



6

SUMMARY OF REVISION

1. The paper has been shortened to transaction brief (5
pages).

2. We discussed the feasibility of deriving I/O driver
current and using noise as metric in section II-B.

3. We further discussed the limitation of the impedance
approach in section VII.

4. Case 2 in section VI has been removed due to space limit.

SPECIFICCHANGES

In response to specific comments of the reviewers, we have
included the following discussions:

Reviewer #1
1.One question regarding using the noise as part of

cost function. Yes, this will be a more direct measure of
performance. However, this will require precise knowledge
of the frequency components of current inputs. It’s not clear
how the current inputs (or their worst case) can be reliably
characterized in the paper.

Thanks for the comments. I agree with the reviewer that
noise depends on the knowledge of switching current and
worst case current waveform should be used. The worst case
current waveform is a problem yet to be solved. Following
discussion about switching current characterization has been
added in section II-B of the revision as follows,

“Normally each I/O cell drives a transmission line. When
switching, it draws a current from the power delivery system
and causes voltage fluctuation (SSN noise). For each type
of the I/O drivers, the loading are often specified. Therefore
switching current profile is not random. In ideal cases, switch-
ing current can be easily obtained by simulation. However,
in non-ideal environments with noise and process variations,
current can vary around the ideal current waveform. Consid-
ering the worst or tolerable design corner cases, designers can
obtain the current cause the worst case noise or consider all
the possible corner cases. In this work, we assume that the
worst case current profile has been obtained for each driver.”

Furthermore, the impedance approach has similar problems.
We also discussed the limitation of impedance approach lim-
itations in section VII of this revision as follows,

“Traditionally, impedance is used as noise metric.
However, this approach is based on certain assumption of
current waveform to determine the effective frequency range
over which the impedance bound is applied. Commonly the
frequency range is determined from signal rising time. It
still can not consider all kinds of current waveform and has
the difficulty to determine the effective frequency range. Too
pessimistic estimation of frequency range can lead to large
overdesign. To obtain a tight frequency range and avoid
large overdesign, the worst case current profile should be

determined and noise metric should be used.”

2.Another comment is that although the points made in
the paper are valid, the amount of new results presented is
shy for a transaction publication. I recommend the authors
to include more theoretical/experimental results to make it a
stronger work.

Thanks for the comments. The paper has been shortened
to brief paper.

Reviewer #2
1. However, the main two contributions claimed by the

authors seem weak. First the fast computation of new
impedance for addition and removal one decap is the well-
known low-rank matrix update method (in the paper case, it
is rank-one update). I think the author should mention or cite
some book or papers for this. The application to this problem
may be new. But this is really a trivial contribution.

Thanks for the comments. The reference [8] for rank-one
updating has been added in section IV.

2. Second, instead of measuring the impedance of networks,
the authors proposed to measure the voltage (noise) directly
given the inputs. I think this idea has a big flaw because
different inputs (in this paper, triangle current waveforms
are used) may have different noise. I think the original low
impedance criteria seems better as it can work for most
or all the inputs. From this perspective, this may not be a
contribution at all. The author may need to address this.

Thanks for the comments. Please see the reply to question
1 of reviewer 1.

Reviewer #3

1. The authors assume the switching current waveforms
are given and fixed. But in reality, first, the switching current
waveforms are very difficult to characterize; secondly, they
change over time depending on the computation load. This is
the main reason that people use impedance instead of noise
as the optimization criterion.

Thanks for the comments. Please see the reply to the
question 1 of reviewer 1.

Reviewer #4

1. The flow in figure 9 needs to be explained in more
detail. After ”Compute impedance of rest ports”, what is to
be satisfied, noise or target impedance? And how does the
impedance at rest ports affect the objective function (14),
especially when noise constraint at IO ports is satisfied? It is
hard to catch that only with Part V and VI A-B.

Thanks for the comments. The rest of the ports refer to the
ports for decoupling capacitors. The condition to be satisfied
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is certain user specified criteria to stop the iteration. The
impedance at the decoupling capacitor location does not affect
the objective function. We modified the flow char for clarity
and explain in more details in section V in this revision,

“In this flow, we compute the SSN at the I/O drivers to
determine whether the altered solution should be kept. If kept,
the impedance matrix is further completely computed and
updated. The iteration terminates when certain criteria is met. ”

2. Figure 15 lacks the figure caption.

Thanks for the comments. The caption has been added.

3. Could the authors also compare the decoupling
capacitors’ cost and run time with existing work for Case II?

Thanks for the comments. Due to space limit, the case has
been removed.

Reviewer #5
1. The issue of package power integrity does not only
include the IO noise, but also the SSN on any location of
power planes inside packages. Could the propsed method be
extended to cover the SSN problems inside packages?

Thanks for the comments. In this work we mainly study
the SSN noise at the I/O drivers. The SSN in the package
can be easily added in the flow by defining more ports. We
added following discussion in the paper,
“In this work we mainly consider the SSN at I/O drivers, but
the SSN in the entire package can be easily considered with
additional probing ports defined.”

2. Usually decoupling capacitors are placed as near to the
chip as possible to reduce loop inductance in the permitted
area defined by design ground rules, and at best are connected
between the top most vdd and gnd planes. If certain areas
have been allocated to signal routing, the available locations
to put decoupling capacitors shink. Therefore np in the
computational costO(n2

p − n2
io) is not so large as compared

to nio which is larger and larger nowaday. In this situation,
will the proposed method still efficient?

Thanks for the comments. Even in the case where
O(n2

p−n2
io) is small, the method is still efficient compared to

previous work. For the worst case isnp = nio, the complexity
is O(n2

p) which is still much efficient compared toO(n3
p)

in previous work. Following comments has been added in
section V,
“When nIO

∼= np, the complexity is roughlyO(n2
IO).”


