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Abstract—Field programmable gate arrays (FPGAs) with
supply voltage (Vdd) programmability have been proposed
recently to reduce FPGA power, where the Vdd-level can be
customized for FPGA circuit elements and unused circuit ele-
ments can be power-gated. In this paper, we first design novel
Vdd-programmable and Vdd-gateable interconnect switches with
minimal number of configuration SRAM cells. We then evaluate
Vdd-programmable FPGA architectures using the new switches.
The best architecture in our study uses Vdd-programmable logic
blocks and Vdd-gateable interconnects. Compared to the baseline
architecture similar to the leading commercial architecture, our
best architecture reduces the minimal energy-delay product by
54.39% with 17% more area and 3% more configuration SRAM
cells. Our evaluation results also show that LUT size 4 gives the
lowest energy consumption, and LUT size 7 leads to the highest
performance, both for all evaluated architectures.

Index Terms—Digital integrated circuits, field programmable
gate arrays (FPGAs), power supplies.

I. INTRODUCTION

F IELD programmable gate arrays (FPGAs) provide an at-
tractive design platform with low nonrecurring engineering

(NRE) cost and a short time-to-market. Due to the large number
of transistors required for field programmability and the low
utilization rate of FPGA resources, existing FPGAs consume
more power compared to ASICs [1]. As the process technology
advances to nanometer technology and low-energy embedded
applications are explored for FPGAs, power consumption be-
comes a crucial design constraint for FPGAs.

Several recent papers have studied FPGA power modeling
and optimization. [2]–[4] presented power evaluation frame-
works for generic parameterized FPGA architectures and
showed that both interconnect and leakage power are signifi-
cant for FPGAs in nanometer technologies. [5] quantified the
leakage power of a commercial FPGA architecture in 90 nm
technology. FPGA power optimization by computer-aided
design (CAD) algorithms and novel circuits/architectures have
also been studied. [6] proposed active leakage power reduction
by reconfiguring the input vectors of multiplexers. [7] studied
the interaction between a suite of power-aware FPGA CAD
algorithms without changing the existing FPGA circuits and
architectures, and showed that technology mapping and clus-
tering algorithms are most effective in reducing power. The
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following work focused on designing power-efficient FPGA
circuits and architectures. [8] studied region-based power-
gating and placement to reduce leakage power of unused
FPGA logic blocks. [9] applied fine-grained power-gating
to FPGA interconnects. [10], [11] proposed dual-Vdd and
Vdd-programmable FPGA logic blocks as well as simple, yet
effective CAD algorithms to leverage such logic blocks. Field
programmability of supply voltage was shown to be necessary
to reduce FPGA power using the dual-Vdd technique. The
concept of programmable-Vdd introduced in [11] was further
extended to the FPGA interconnects in [12]–[14].

Previously, conventional FPGA architecture evaluation has
been performed using the metrics of area, delay and energy. [15]
showed that LUT size 4 achieves the smallest area, and [16]
showed that LUT size 5 or 6 leads to the best performance in
nonclustered FPGAs. [17] evaluated cluster-based island style
FPGAs using the metric of area-delay product in 0.35- m tech-
nology, and showed that the range of LUT sizes from 4 to 6 and
cluster sizes between 4 and 10 can produce the best area-delay
product. The following work further extended FPGA architec-
ture evaluation considering energy. [2] showed that LUT size
3 consumes the smallest energy in 0.35 technology. [4]
showed that LUT size 4 consumes the smallest energy and LUT
size 7 leads to the best performance in 100-nm technology.

However, the emerging power-efficient circuits and archi-
tectures may lead to different FPGA power characteristics,
therefore, calling for an architecture evaluation considering
these power optimization techniques. In this paper, we study
Vdd-programmable FPGAs that were originally proposed in
[10], [11]. We first design a new set of Vdd-programmable
circuits and develop several new architecture classes for
Vdd-programmable FPGAs with different levels of Vdd pro-
grammability for interconnects. We then study the effect of
cluster and LUT sizes on FPGA area, energy and delay. Using
the power evaluation framework from [4], [18], we evaluate the
energy reduction by our new Vdd-programmable architecture
classes compared to those with fixed Vdd-level.

The rest of the paper is organized as follows. Section II first
describes the background related to FPGA architecture and eval-
uation methodology and then evaluates the baseline architecture
class. Section III presents the novel circuit designs for Vdd-pro-
grammable and Vdd-gateable interconnect switches with a min-
imal number of configuration SRAM cells. Sections IV and V
propose three Vdd-programmable architecture classes and eval-
uate their energy, delay and area with comparison to the base-
line case. We conclude this paper in Section VI. An extended
abstract of this paper was presented in [18].

1063-8210/$20.00 © 2005 IEEE



1036 IEEE TRANSACTIONS ON VERY LARGE SCALE INTEGRATION (VLSI) SYSTEMS, VOL. 13, NO. 9, SEPTEMBER 2005

Fig. 1. (a) Connection block. (b) Switch block. (c) Routing switches.

II. BACKGROUND

A. Cluster-Based Island Style FPGAs

We assume cluster-based island style FPGA architecture [3],
[19] for all classes of FPGAs studied in this paper. Each logic
block includes fully connected basic logic elements (BLEs).
Each BLE includes one -input lookup table (LUT) and one
flip-flop (DFF). The combination of cluster size and LUT
size is the architectural setting we evaluate in this paper. The
logic blocks are surrounded by routing channels consisting of
wire segments. The input and output pins of a logic block can
be connected to the wire segments in routing channels via a con-
nection block [see Fig. 1(a)]. A routing switch block is located at
the intersection of a horizontal channel and a vertical channel.
Fig. 1(b) shows a subset switch block [20], where the incoming
track can be connected to the outgoing tracks with the same
track number1. We implement routing switches [see Fig. 1(c)] by
tri-state buffers and use two tri-state buffers for each connection
so that it can be programmed independently for either direction.
We define an interconnect segment as a wire segment driven by
a tri-state buffer or a buffer2. We use the smallest square FPGA
array for each benchmark circuit, and decide the routing channel
width in the same way as the architecture study in [19],
[21], i.e., where is the minimum
channel width required to route the given circuit successfully.
The channel width represents a “low-stress” routing situ-
ation that usually occurs in commercial FPGAs for “average”
circuits.

B. Evaluation Framework

This paper uses fpgaEVA-LP2 [4], [18] as the evaluation
framework. fpgaEVA-LP2 includes a BC-netlist generator
and a cycle-accurate power simulator Psim. The BC-netlist
generator takes placement and routing results by VPR [19]
and generates the Basic Circuit netlist (BC-netlist) annotated
with post-layout capacitance and delay. Psim then performs
cycle-accurate simulation on the BC-netlist to obtain FPGA

1Without loss of generality, we assume subset switch block in this paper.
2We interchangeably use the terms of switch and buffer/tri-state buffer.

TABLE I
DEVICE AND INTERCONNECT MODEL AT 100 NM TECHNOLOGY

power consumption. There are three types of power sources in
FPGAs, switching power, short-circuit power and static power.
The first two types of power contribute to the dynamic power
and can only occur when a signal transition happens at the gate
output. There are two types of signal transitions. Functional
transition is the necessary signal transition to perform the
required logic functions between two consecutive clock ticks.
Spurious transition or glitch is the unnecessary signal transition
due to the imbalanced path delays to the inputs of a gate. Glitch
power can be a significant portion of the dynamic power. The
short-circuit power is consumed when both PMOS and NMOS
transistors are turned on in a gate. The third type of power,
static (leakage) power, is the power consumed when there is no
signal transition for a gate or a circuit element.

In fpgaEVA-LP2, the power components of switching power,
short-circuit power and static power for logic blocks are pre-
calculated per switch or per unit time by SPICE simulation,
and so is the leakage power for interconnects. The interconnect
switching power is calculated by a switch-level model with ex-
tracted parasitics, and its short-circuit power is calculated as a
portion of switching power. This portion can be pre-calculated
by SPICE simulation for a variety of input signal transition time
and load capacitances.

In this paper, we use the Berkeley predictive device model
[22] and ITRS predictive interconnect model [23] at the 100-nm
technology node. Table I summarizes the values of the key
model parameters used throughout the rest of the paper. It
has been shown in [4], [18] that fpgaEVA-LP2 achieves high
fidelity as well as high accuracy. The average absolute error is
8.26% compared to SPICE simulation.
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Fig. 2. Impact of random seed on FPGA energy and delay.

TABLE II
STATISTICS OF MCNC BENCHMARK CIRCUITS (N = 10, k = 4)

C. Evaluation Methodology and Results for Baseline
Architecture Class

Our architecture evaluation starts with the placement and
routing results by VPR. For a given FPGA architecture and
benchmark circuit, VPR can generate different placement
and routing results by using different seeds in its placement
algorithm. Fig. 2 shows the FPGA energy and delay using
ten different VPR seeds for the same circuit s38584. We label
the seed value beside each data point. The delay variation is
12% and the energy variation is 5%. This variation due to
VPR seeds may affect our architecture evaluation. Because
the delay variation is more sensitive to the VPR seeds than
the energy variation, we decide to use the min-delay solution
among all VPR seeds for every benchmark circuit. Note that
the min-delay solution often consumes low energy. For the
architecture evaluation in this paper, Energy , Delay ,
Energy-Delay Product and Area are always the
geometric means of those values over the 20 largest MCNC
benchmark circuits [24] in Table II.

Fig. 3. Energy-delay tradeoff for single-Vdd dual-Vt FPGA class (Class0).
The polyline represents the strictly dominant architectures and the enclosed area
covers the relaxed dominant architectures.

Using the above methodology, we perform an architecture
evaluation for the single-Vdd dual-Vt FPGA architectures from
[10], defined as FPGA architecture Class0 in this paper. The en-
tire FPGA uses the uniform supply voltage of 1.3 V, but high-Vt
is applied to all FPGA configuration SRAM cells to reduce
SRAM leakage power. The high-Vt configuration cells do not
incur runtime performance degradation because they are con-
stantly in read status after an FPGA is configured, and their read
and write operations are irrelevant to the runtime performance.
This high-Vt SRAM technique has already been used in com-
mercial FPGAs and is also applied to all FPGA architectures in
this paper.

Fig. 3 presents the evaluation results for single-Vdd dual-Vt
FPGA Class0. Each data point in the figure is an FPGA archi-
tecture represented by a tuple , where
is the cluster size and is the LUT size. If one ar-
chitecture has smaller delay and less energy consump-
tion than another architecture , we say that architecture

is superior to . We define strictly energy-delay
dominant architectures as the set of superior data points in the
entire energy-delay tradeoff space. Those architectures are high-
lighted by the polyline in Fig. 3. Our results also show that
some of the architectures may have fairly similar energy and
delay values such as architectures ( , ), ( ,

) and ( , ), and all of of them can be con-
sidered as valid solutions. To avoid pruning out architectures
with slightly worse energy and delay, we further define relaxed
energy-delay dominant architectures. If architectures
and have both an energy and delay difference of less
than (relaxation parameter), then neither of them can domi-
nate the other one. With in this paper, the relaxed dom-
inant architectures are data points inside the highlighted area in
Fig. 3. Min-delay and min-energy architectures are the two ex-
treme cases among those energy-delay dominant architectures.
The min-delay architecture is ( , ) and the min-en-
ergy architecture is ( , ) for the FPGA Class0 in
Fig. 3, and the energy and delay differences between the two
extreme cases are 57% and 14%, respectively. It shows that a
significant tradeoff between energy and delay can be obtained
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Fig. 4. Comparison of three power reduction solutions for benchmark s38584.

by varying the cluster size and LUT size. Note that our min-en-
ergy architecture ( , ) is also the min-area architec-
ture found by [17]. Commercial FPGAs such as Xilinx Virtex-II
[25] coincidently use a cluster size of 8 and an LUT size of
4, indicating that their architectures may have used a min-area
solution, which doubles to be a min-energy architecture in the
single-Vdd architecture class.

D. Field Programmability of Vdd Supply Versus
Pre-Determined Vdd Pattern

A higher supply voltage leads to a higher performance but
a larger power consumption. Leveraging this, Vdd scaling
lowers the supply voltage of an entire design or a large circuit
module for power reduction. Alternatively, dual-Vdd applies
high supply voltage (VddH) to the logic on the critical path and
low supply voltage (VddL) to the logic not on the critical path.
Under given performance constraints, dual-Vdd or multi-Vdd
is able to reduce more power than Vdd scaling does for ASICs
[26]–[29]. The success of dual-Vdd is due to the fact that ASIC
designers are able to customize Vdd patterns for different ap-
plications. However, such flexibility does not exist for FPGAs
using a pre-defined dual-Vdd. Hence, pre-defined dual-Vdd
FPGA fabric may have limited power reduction compared to
single-Vdd scaling.

Assuming generic cluster-based FPGA architecture and
MCNC benchmark circuit s38584, the power and performance
curves for both Vdd scaling and fixed dual-Vdd patterns [10]
are shown in Fig. 4. The Vdd-level is decided uniformly for all
logic blocks in Vdd scaling. Furthermore, each logic block has
a pre-determined Vdd-level in dual-Vdd, and various dual-Vdd
patterns are tried to obtain the best result. It is easy to see from this
figure that the fixed dual-Vdd pattern consumes more power than
Vdd scaling for a given frequency. This is due to the fact that the
pre-determined Vdd pattern imposes extra placement constraints
to match Vdd-level while increasing interconnect delay (and
power) [11]. In contrast, the FPGA fabric using programmable
dual-Vdd logic blocks [11] reduces power significantly com-
pared to Vdd scaling. It is clear that field programmability of the
power supply is required to achieve FPGA power reduction via
dual-Vdd. Therefore, we use field programmable dual-Vdd for
logic blocks and interconnects in this paper.

Fig. 5. Vdd-programmable logic block.

III. FPGA CIRCUITS FOR VDD PROGRAMMABILITY

A. Previous Work and Section Overview

Programmable dual-Vdd has been introduced in [10], [11]
and applied to logic blocks to reduce FPGA power. We define
Vdd programmability as the flexibility to select Vdd-levels for
used circuit elements and the capability to power-gate unused
circuit elements. Fig. 5 shows the Vdd-programmable logic
block. Two extra PMOS transistors, called power switches
or power transistors3, are inserted between the conventional
logic block and the dual-Vdd power rails for Vdd selection
and power-gating. We use normal-Vt power transistors with
gate-boosting same as those in [11] to reduce area overhead
and achieve effective leakage reduction. 210X minimum width
PMOS power transistors [11] are used for a logic block con-
taining 10 4-LUTs with delay overhead bounded by 5% when
considering the worst case simultaneous switching current.

In this section, we further apply Vdd programmability to
interconnect switches. Normal-Vt power transistors with gate-
boosting are used for interconnect switches. We design two
types of interconnect switches, a Vdd-programmable switch
and a Vdd-gateable switch. A Vdd-programmable switch
provides three power states which include VddH, VddL and
power-gating. Different from a Vdd-programmable switch, a
Vdd-gateable switch only provides two power states between a
pre-determined Vdd and power-gating, but it has significantly
fewer configuration SRAM cells for Vdd programmability. The
detailed circuit designs of Vdd-programmable and Vdd-gate-
able switches are discussed below.

B. Vdd-Programmable Interconnect Switch

Fig. 6 shows the design of Vdd-programmable interconnect
switches (both routing switch and connection switch). A Vdd-
level converter is needed whenever a VddL interconnect switch
drives a VddH interconnect switch. In other cases, the level con-
verter can be bypassed. As shown in Fig. 6(a), a pass transistor
M1 and a MUX together with a configuration SRAM cell can
be used to implement a configurable level conversion. The tran-
sistor M1 is used to prevent signal transitions from propagating
through the level converter when it is bypassed, therefore elim-
inating the dynamic power of an unused level converter. Only
one configuration bit is needed to realize the level converter
selection and signal gating for an unused level converter. The
same asynchronous level converter circuit in [10], [11] is used

3The terms power switch and power transistor are used interchangeably in
this paper.
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Fig. 6. (a) Configurable level conversion; (b) Vdd-programmable routing switch; (c) Vdd-programmable connection block. (SR stands for SRAM cell and LC
stands for level converter).

TABLE III
DELAY AND POWER OF A VDD-PROGRAMMABLE ROUTING SWITCH. WE USE

7�MINIMUM WIDTH TRI-STATE BUFFERS FOR ROUTING SWITCHES AND 4�
MINIMUM WIDTH PMOS TRANSISTORS FOR POWER TRANSISTORS

and sized to achieve a bounded delay with minimum power
consumption.

For the Vdd-programmable routing switch in Fig. 6(b), two
PMOS power transistors M3 and M4 are inserted between
the tri-state buffer and VddH, VddL power rails, respectively.
Turning off one of the power transistors can select a Vdd-level
for the routing switch. By turning off both power transistors, an
unused routing switch can be power-gated. The pass transistor
M2 must be kept to prevent a sneak path [30], i.e., a current path
that flows from Vdd to ground through a set of “on” transistors
which belong to different gates. SPICE simulation shows that
power-gating the routing switch can reduce leakage power of
an unused routing switch by a factor of over 1000. There are
power and delay overheads associated with the insertion of
power transistors. As shown in Table III, the dynamic power
overhead is almost negligible. This is because the power tran-
sistors stay either ON or OFF after configuration and there is no
charging or discharging at their source/drain capacitors. The
delay overhead associated with the power transistor insertion
can be bounded when the power transistor is properly sized.
Another type of routing resources is the connection block in
Fig. 6(c). The multiplexer-based implementation chooses only
one track in the routing channel and connects it to the logic
block input pin. The buffers between the routing tracks and
the multiplexer are connection switches. Similar to the routing
switch, programmable-Vdd is also applied to the connection
switch. The multiplexer must be kept to prevent the sneak path.

There are three SRAM cells for each Vdd-programmable
routing switch in Fig. 6(b). For a connection block containing

Vdd-programmable connection switches in Fig. 6(c), there
are configuration SRAM cells, among which

SRAM cells are for multiplexer and the other
extra SRAM cells are for Vdd-programmable connection
switches. We can use combinational logic such as a decoder
to reduce the number of extra SRAM cells introduced by
Vdd programmability. As shown in Fig. 7(a), we first define
a Vdd-programmable switch module with three signal ports,

, and . By setting these three
control signals, we can set the Vdd-programmable switch for
Vdd selection and power-gating.

We design a new Vdd-programmable routing switch in
Fig. 7(b). can be generated by and

with a NAND2 gate. Table IV summarizes the con-
figurations for the Vdd-programmable routing switch and the
truth table of the relevant control signals. Similarly, Fig. 7(c)
presents a new design of Vdd-programmable connection block
with reduced configuration SRAM cells. For a connection block
containing connection switches, we use a
decoder and NAND2 gates as the control logic. There is
a disable signal for the decoder. Each decoder
output is connected to of one connection switch.
Setting of a connection switch to “0” can power-gate
this switch by setting both and to “1”
with NAND2 gates. When the whole connection block is not
used, all outputs of the decoder are set to “0” to power-gate
all the connection switches by asserting . When
the connection block is in use, is not asserted.
By using configuration bits for the decoder, only one

is set to “1” and others are set to “0”, i.e., only one
connection switch inside the connection block is selected, con-
necting one track to the logic block input, while other unused
connection switches are power-gated. Another configuration
bit is used to select the Vdd-level for the selected
connection switch. Table V summarizes configurations for
Vdd-programmable connection switch and the truth table of
relevant control signals.

By replacing the conventional connection switch with the new
Vdd-programmable switch in Fig. 7(a), the pass transistor in the
Vdd-programmable switch can now prevent sneak paths. There-
fore, the multiplexer implemented by the NMOS pass transistor
tree can be removed from the new Vdd-programmable con-
nection block. Table VI shows the delay and power of a new
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Fig. 7. (a) Vdd-programmable switch. (b) SRAM-efficient Vdd-programmable routing switch. (c) SRAM-efficient Vdd-programmable connection block.

TABLE IV
CONFIGURATIONS FOR A VDD-PROGRAMMABLE ROUTING SWITCH

Vdd-programmable connection block. The delay and dynamic
energy per signal transition are reduced by 28% and 19%, re-
spectively, when Vdd-level is 1.3 V. The delay and power re-
duction is due to removing the multiplexer.

For a connection block containing connection switches,
only configuration SRAM cells are needed to
provide Vdd selection and power-gating capability for each
individual connection switch inside the connection block.
Compared to a conventional connection block, only two extra
configuration SRAM cells are introduced. Similar to the config-
uration SRAM cell, we use high- transistors for control logic
to reduce leakage overhead since the delay of control logic will
not affect system runtime performance. We also use minimum
width transistors for control logic to reduce area overhead. In
this paper,we use the same area model from [19], in which the
area is counted by the number of minimum width transistor
areas while considering the parallel diffusions technique for
large transistors. Given a transistor with channel width , the
transistor area measured by the minimum width transistor with
channel width is

(1)

Table VII compares the number of configuration SRAM cells,
leakage and area between the Vdd-programmable routing
switch/connection blocks in Figs. 6 and 7, respectively. The
Vdd-programmable routing switch and connection block in
Fig. 7, called SRAM-efficient switches, have smaller area and
less leakage, and will be used in the rest of the paper.

C. Vdd-Gateable Interconnect Switch

Compared to the Vdd-programmable switch, a Vdd-gateable
interconnect switch only provides two power states between
a pre-determined Vdd-level and power-gating, but it can dra-
matically reduce the number of extra SRAM cells for Vdd
programmability. Fig. 8(a) shows the circuit design for a Vdd-
gateable switch. Based on a conventional tri-state buffer, we
insert a PMOS transistor M2 between the power rail and the
tri-state buffer to provide the power-gating capability4. When
a switch is not used, transistor M1 is turned off by the con-
figuration cell SR. At the same time, we can turn off M2 to
power-gate the unused switch. Similarly, both M1 and M2
are turned on by the configuration cell SR when the switch is
used. Thus, we do not need to introduce an extra SRAM cell
for power-gating capability. Fig. 8(b) presents Vdd-gateable
routing switches. We can reduce leakage power by a factor of
over 1000 for an unused switch when it is power-gated. Similar
to the Vdd-programmable switch, the pass transistor M1 must
be kept to prevent the sneak path. However, there is a delay
overhead associated with the M2 insertion. We properly size
M2 for the tri-state buffer to achieve a delay increase by 16%.

4Transistor M1 can be placed between the ground and the NMOS transistor
of the buffer.
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TABLE V
CONFIGURATIONS FOR A VDD-PROGRAMMABLE CONNECTION SWITCH

TABLE VI
DELAY AND POWER OF NEW VDD-PROGRAMMABLE CONNECTION BLOCK. WE

USE 4� MINIMUM WIDTH TRI-STATE BUFFER FOR CONNECTION SWITCHES

AND 1�MINIMUM WIDTH PMOS TRANSISTOR FOR POWER TRANSISTORS

Similar to the Vdd-programmable switch, the dynamic power
overhead associated with the insertion of a PMOS M2 is almost
negligible because transistor M2 is always ON when the routing
switch is used and there is no charging or discharging at its
source–drain capacitors.

The design of the Vdd-gateable connection block is shown in
Fig. 8(c). We only need configuration SRAM cells to
control connection switches in a connection block via a de-
coder with complementary outputs to achieve the power-gating
capability for each connection switch at the same time. We use
another configuration bit, , to disable the decoder
when we apply power-gating to the whole connection block.
Similar to the SRAM-efficient design of the Vdd-programmable
connection block, we use high- and minimum width transis-
tors for the decoder to reduce leakage and area overhead. Al-
ternatively, configuration SRAM cells can be used to control
the same number of connection switches without using the de-
coder. Table VIII compares the number of SRAM cells, leakage
and area for a nondecoder based and decoder based connection
blocks containing 32 connection switches. The decoder based
Vdd-gateable connection block consumes less area and leakage
power, and will be used in the rest of this paper. Similar to the
SRAM-efficient Vdd-programmable connection block, the de-
coder based Vdd-gateable connection block reduces the delay
and energy per signal transition by 28% and 19% when com-
pared to the conventional connection block due to removing the
multiplexer.

IV. ARCHITECTURE EVALUATION FOR

VDD-PROGRAMMABLE FPGAS

In this section, we first evaluate architecture classes Class1
and Class2 for Vdd-programmable FPGAs. Both apply pro-
grammable dual-Vdd to each logic block. In addition, Class1
applies programmable dual-Vdd to each interconnect segment,
and inserts a configurable level conversion circuit in front of
each routing/connection switch as well as at the inputs/outputs
of the logic blocks. Class2 uses Vdd-gateable routing/connec-
tion switches in FPGA interconnects. Therefore, the intercon-
nect switches in architecture Class2 only have two configurable
states, high-Vdd (VddH) and power-gating. As we use VddH for

interconnects in architecture Class2, level converters are only
needed at the logic block outputs, but not at the logic block
inputs nor in routing channels. All these architecture classes
(with Class3 to be presented in Section V) are summarized in
Table IX.

We apply a simple yet practical design flow from [11].
Starting with a single-Vdd gate level netlist, we apply tech-
nology mapping and timing-driven packing [19] to obtain the
single-Vdd cluster-level netlist. We then perform single-Vdd
timing-driven placement and routing by VPR [19] to gen-
erate the basic circuit netlist (BC-netlist). We calculate the
power sensitivity , which is the power reduc-
tion by changing VddH to VddL, for each circuit element.
The total power includes both switching power and
leakage power . For each node , we have switching
power , where and are
transition density and load capacitance, and leakage power

. We pre-characterize and device
delay at each Vdd level using SPICE simulation. We assume
that the transition density for each circuit element will not
change when some circuit elements are assigned to VddL, and
therefore we only need to calculate the power sensitivity for
each circuit element once. A greedy algorithm is performed for
Vdd assignment considering iteratively updated timing slack.
Assuming that all the circuit elements are initially assigned
to VddH, we iteratively perform the following steps. Timing
analysis is performed to obtain the circuit elements on the path
with the largest timing slack. We then assign VddL to the ele-
ment with the largest power sensitivity. The configurable level
converter can be enabled as needed. After updating the circuit
timing, we accept the assignment if the critical path delay does
not increase. Otherwise, we reject the assignment and restore
the circuit element supply voltage to VddH. In either case, the
circuit element will be marked as ’tried’ and will not be re-vis-
ited in subsequent iterations. After the dual-Vdd assignment,
we obtain a dual-Vdd BC-netlist without degrading system
performance. For FPGA Class1, the Vdd assignment unit is
a logic block or an interconnect switch. For FPGA Class2,
the Vdd assignment unit is a logic block. For both Class1 and
Class2, power-gating is applied to all unused logic blocks and
interconnect switches. Finally, we perform the energy and delay
evaluation for the dual-Vdd design.

Fig. 9 presents the energy-delay tradeoff in terms of different
architectures, i.e., different combinations of cluster size and
LUT size , for three FPGA classes: Class0, Class1 and Class2.
Considering the VddL/VddH ratio between 0.6 and 0.7 sug-
gested in [31], we use 1.3 v for VddH and 0.8 v for VddL in our
experiments. We only show the relaxed dominant architectures
in the figure and the polylines represent the strictly dominant ar-
chitectures. Similar to the baseline FPGA Class0, the min-delay
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TABLE VII
COMPARISON OF THE NUMBER OF SRAM CELLS, LEAKAGE AND AREA BETWEEN A VDD-PROGRAMMABLE ROUTING SWITCH/CONNECTION BLOCK AND AN

SRAM-EFFICIENT VDD-PROGRAMMABLE ROUTING SWITCH/CONNECTION BLOCK. WE USE 32:1 CONNECTION BLOCK AND THE CONTROL LOGIC FOR

SRAM-EFFICIENT DESIGN CONTAINS A STANDARD 5:32 DECODER AND 64 NAND2 GATES. AREA IS PRESENTED IN MINIMUM WIDTH TRANSISTOR AREAS

Fig. 8. (a) Vdd-gateable switch. (b) Vdd-gateable routing switches. (c) Vdd-gateable connection switches. (SR stands for SRAM cell).

TABLE VIII
COMPARISON OF THE NUMBER OF SRAM CELLS, LEAKAGE AND AREA BETWEEN A 32:1 NON-DECODER BASED VDD-GATEABLE CONNECTION BLOCK AND A

32:1 DECODER BASED VDD-GATEABLE CONNECTION BLOCK. FOR THE DECODER BASED VDD-GATEABLE CONNECTION BLOCK, WE USE A 5:32 DECODER

WITH COMPLEMENTARY OUTPUT. AREA IS PRESENTED IN MINIMUM WIDTH TRANSISTOR AREAS

TABLE IX
SUMMARY OF BASELINE ARCHITECTURE CLASS AND VDD-PROGRAMMABLE

ARCHITECTURE CLASSES

architecture is ( , ) for both Class1 and Class2.
The min-energy architecture is ( , ) for Class1 and

( , ) for Class2. This shows that LUT size 7 gives
the best performance and LUT size 4 leads to the lowest energy
consumption for these Vdd-programmable FPGAs.

We then use the metrics of energy , delay and energy-
delay product to compare the two classes of Vdd-
programmable FPGAs (Class1 and Class2) and the baseline
FPGA (Class0). We first compare the min-energy and min-delay
architectures within each FPGA architecture class. As shown in
Table X, in terms of min-energy architecture, Class1 and Class2
reduce energy by 28.57% and 54.08% respectively when com-
pared to the baseline architecture class. In terms of min-delay
architecture, the delay increase due to Vdd programmability is
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Fig. 9. Energy and delay tradeoff for the baseline single-Vdd dual-V t FPGA
(Class0) and the two classes of Vdd-programmable FPGAs (Class1 and Class2).
The figure only shows relaxed energy-delay dominant solutions and the strictly
dominant solutions are represented by polylines.

TABLE X
COMPARISON BETWEEN VDD-PROGRAMMABLE FPGAS (CLASS1, CLASS2 AND

CLASS3) AND THE BASELINE FPGA (CLASS0) USING ENERGY E, DELAY D

AND ENERGY-DELAY PRODUCT (ED)

only 3% for both Class1 and Class2. We also use the min-ED
(i.e., the minimum energy-delay product) architecture within
each architecture class and obtain the product reduction.
FPGA Class1 and Class2 reduce the product by 25.97%
and 54.39%, respectively.

V. IMPROVED FPGA ARCHITECTURES

A. FPGA Architectures and Related CAD Algorithm

Vdd-programmable interconnects can reduce interconnect
dynamic energy, which is not available in Vdd-gateable in-
terconnects. However, as presented in Section IV, fully Vdd-
programmable FPGA architecture Class1 consumes more en-
ergy than FPGA architecture Class2 which uses Vdd-gateable
interconnects. This is because of the leakage overhead of the
large number of Vdd-level converters in routing channels, which
provides Vdd programmability for each individual interconnect
switch. To achieve a better energy-delay tradeoff, we design an
improved fully Vdd-programmable FPGA architecture Class3.
It uses the same SRAM-efficient interconnect switches as
FPGA architecture Class1, but inserts level converters only at
logic block inputs and outputs. Since there is no level converter
in routing channels, we need a CAD algorithm to guarantee

Fig. 10. Improved fully Vdd-programmable FPGA architecture Class3. No
level converter is inserted in routing tracks.

Fig. 11. Energy and delay tradeoff for all FPGA architecture classes. The
figure only shows relaxed energy-delay dominant solutions and the strictly
dominant solutions are represented by polylines.

that no VddL interconnect switch drives VddH interconnect
switches. We tackle the problem by choosing a routing tree as
the Vdd assignment unit. Similar to FPGA Class1, the same
design flow and the sensitivity-based Vdd-level assignment
algorithm is used to decide the Vdd-level for each interconnect
routing tree. The only difference is that we use an interconnect
routing tree as the assignment unit for FPGA Class3 while an
interconnect switch is used as the assignment unit for Class1.
Since two routing trees will not intersect with each other in
routing channels, we do not need level converters in routing
channels5. Fig. 10 illustrates the situation where a VddH routing
tree and VddL routing tree can share the same routing track
without level converters in routing channels.

B. Energy and Delay Evaluation

In this section, we evaluate the improved fully Vdd-
programmable architecture Class3. Fig. 11 shows the energy-

5As we perform Vdd-level assignment after routing, there is no impact on
routability using a routing tree as the assignment unit.
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Fig. 12. Energy versus area curve for all architecture classes. This figure only
shows relaxed energy-delay dominant solutions and min-area solution within
each FPGA class. The polylines represent the lowest energy-area envelop. Area
is measured in minimum width transistor areas.

delay evaluation for the improved architecture Class3 compared
to the evaluation results for architecture Class0, Class1 and
Class2. As shown in Fig. 11, we can see that the improved
architecture Class3 achieves better energy-delay tradeoff than
architecture Class1, and is even better than Class2. This is
because FPGA Class3 removes the level converters in routing
channels, but still can reduce interconnect dynamic energy.
This reduction is not available in architecture Class2 which
uses Vdd-gateable interconnect switches.

Similar to Class0, the min-delay architecture is ( ,
) for Class3. The min-energy architecture is ( ,
) for Class3 ( , ) also gives the minimum

energy-delay product in architecture Class3. We can see
that for our improved FPGA architecture Class3, again, LUT
size 7 gives the best performance and LUT size 4 leads to the
lowest energy consumption. Compared to the min-energy (min-
delay) architecture within baseline architecture Class0, the min-
energy architecture in Class3 reduces energy by 59.86%, and
the min-delay architecture in Class3 has a 3% delay overhead
due to Vdd programmability. The min-ED architecture in FPGA
Class3 reduces energy-delay product by 60.13%. As shown
in Table X, FPGA Class3 gives the lowest energy as well as the
lowest .

C. Energy Versus Area

In this paper, area is measured by the total device area because
FPGA area is dominated by devices [19]. Fig. 12 presents the
energy-area curve for all FPGA architecture classes. The total
device area includes both the logic block and interconnect de-
vice area. The area overhead of extra configuration SRAM cells,
power transistors, control logics, and Vdd-level converters are
included. In this figure, we show the relaxed ED-dominant ar-
chitectures as well as the min-area architecture in each FPGA
class. The min-area architecture is ( , ) for Class0
and Class1, ( , ) for Class2 and Class3. We can see
that LUT size 4 not only gives the lowest energy consumption,
but also gives the minimum area. In FPGA Class2 and Class3,

the min-area architecture ( , ) consumes similar
energy as the min-energy architecture ( , ) but it
has a much smaller area.

Vdd programmability increases the total number of SRAM
cells required to store those extra configuration bits. However,
SRAM cells consume extra area and are vulnerable to soft
errors and the total number of SRAM cells should be mini-
mized. Table XI presents the increase in SRAM cell number
and the total area overhead due to Vdd programmability. The
SRAM cells include those used in LUTs. Only dominant
architectures are presented in the table. Vdd-programmable
FPGA Class1 increases the SRAM cell number by 132%. This
shows that a large number of extra SRAM cells are needed to
provide fine-grained Vdd programmability for interconnects.
FPGA Class2 only increases the SRAM cell number by 3%
because only two power states (VddH and power-gating) are
provided for FPGA interconnect switches and the original
SRAM cells for interconnection programmability can be
shared for Vdd programmability. Compared to FPGA Class1,
the improved FPGA Class3 uses the same Vdd-programmable
switches but only increases the SRAM cell number by 28%.
This is because FPGA Class3 removes the configurable level
converters in routing channels. On average, FPGA Class1 has
118% area overhead, FPGA Class2 has 17% area overhead
and FPGA Class3 has 52% area overhead. Both Class2 and
Class3 introduce less SRAM and area overhead while re-
ducing more energy compared to Class1. Compared to FPGA
Class3, Class2 reduces a comparable amount of energy while
it gives much smaller SRAM and area overhead. Therefore,
Class2 is the best architecture class considering performance,
energy and area.

D. Breakdown of Energy, and Area Overhead

Fig. 13 presents the energy breakdown of architecture (
, ), the min-energy or close to min-energy architecture

for all FPGA architecture classes. The logic energy is consumed
by LUTs, flip-flops and MUXes in logic blocks. The local in-
terconnect energy is consumed by internal routing wires and
buffers within logic blocks. Routing wires outside logic blocks,
programmable interconnect switches in routing channels and
their configuration SRAM cells contribute to global intercon-
nect energy. The energy reduction of both FPGA Class2 and
Class3 are mainly due to global interconnect leakage energy
reduction. By power-gating interconnect switches with an in-
trinsically low utilization rate for field programmability (about
3% on average for architecture ( , ) as shown
in Table XII), both FPGA Class2 and Class3 can dramatically
reduce global interconnect leakage. Class1 fails to do so due
to large leakage overhead of Vdd-level converters in routing
channels. The figure also shows that global interconnect dy-
namic energy, 59.24% of total FPGA energy for Class2 and
52.34% for Class3, becomes dominant after applying the pro-
grammable-Vdd technique.

Fig. 14 presents the area overhead breakdown of architecture
( , ) for FPGA architecture Class2 and Class3.
The area overhead of routing switches and connection blocks
is introduced by power transistors, extra configuration SRAM
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TABLE XI
TOTAL NUMBER OF CONFIGURATION SRAM CELLS AND DEVICE AREA OVERHEAD FOR DIFFERENT VDD-PROGRAMMABLE FPGAS. SRAM CELLS

INCLUDE THOSE USED IN LUTS AND TOTAL DEVICE AREA INCLUDES BOTH LOGIC BLOCK AND INTERCONNECT AREA. THE DEVICE AREA

IS IN MINIMUM WIDTH TRANSISTOR AREA

TABLE XII
INTERCONNECT SWITCH UTILIZATION RATE OF FPGA ARCHITECTURE (N = 12, k = 4)

TABLE XI
TOTAL NUMBER OF CONFIGURATION SRAM CELLS AND DEVICE AREA OVERHEAD FOR DIFFERENT Vdd-PROGRAMMABLE FPGAS. SRAM CELLS

INCLUDE THOSE USED IN LUTS AND TOTAL DEVICE AREA INCLUDES BOTH LOGIC BLOCK AND INTERCONNECT AREA. THE DEVICE AREA

IS IN MINIMUM WIDTH TRANSISTOR AREA

cells and control logics. The area overhead of logic blocks is in-
troduced by Vdd-level converters at logic block inputs/outputs,
power transistors and associated configuration SRAM cells.
The area overhead of FPGA Class2 due to routing switches,
connection blocks and logic blocks are 3.87%, 11.31%, and
1.95%, respectively. The area overhead of FPGA Class3 due
to routing switches, connection blocks and logic blocks are
16.93%, 34.22%, and 3.19%, respectively. The area overhead
due to connection blocks is dominant for both FPGA Class2
and Class3.

From another point of view, the area overhead of FPGA
Class2 due to power transistors and control logics are 10.22%
and 5.75%, respectively. The area overhead due to extra con-
figuration SRAM cells is less than 1% for FPGA Class2.
For FPGA Class3, the area overhead due to power transis-
tors, control logics and extra configuration SRAM cells are
19.05%, 25.47%, and 8.02%, respectively. Power transistors
introduce the largest area overhead for FPGA Class2 while
control logics introduce the largest area overhead for FPGA
Class3.
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Fig. 13. Energy breakdown of architecture (N = 12, k = 4) for all classes.

Fig. 14. Area overhead breakdown of architecture (N = 12, k = 4) for
FPGA architecture Class2 and Class3.

VI. CONCLUSIONS AND DISCUSSIONS

In this paper, we have designed novel Vdd-programmable
and Vdd-gateable interconnect switches with minimal number
of configuration SRAM cells. Using the new switches, we
have proposed three new classes of Vdd-programmable FPGA
architectures and conducted FPGA architecture evaluation for
these architecture classes. We conclude that the best architec-
ture class in our study uses Vdd-programmable logic blocks
and Vdd-gateable interconnects considering area, power and
performance tradeoff. It reduces the energy-delay product over
the MCNC benchmark set by 54.39% with 17% area increase
and 3% more configuration SRAM cells compared to the
baseline architecture class using high-Vdd for both logic blocks
and interconnects. Our evaluation results also show that within
each architecture class, LUT size 4 gives the lowest energy
consumption as well as the smallest total device area while
LUT size 7 leads to the highest performance.

Increased area due to Vdd programmability makes wire seg-
ments longer and wire capacitance per segment larger, which re-
sults in larger energy consumption. We do not consider longer
wire segments due to Vdd programmability in this paper. As
the load capacitance of a routing switch is usually dominated
by its fanout routing switches in FPGAs, energy reduction may
become slightly smaller for all FPGA classes considering this
factor. The FPGA class using Vdd-programmable logic blocks
and Vdd-gateable interconnects has the smallest area overhead
of 17% within all Vdd-programmable classes, which leads to
only 8% longer wire segments (as 1.08 ). The
impact of longer wire segments due to larger area on this class
should be much smaller than those on other classes due to the
fact that it has the smallest area overhead. Therefore, we be-
lieve that the FPGA class using Vdd-programmable logic blocks
and Vdd-gateable interconnects is still the best architecture class
considering this factor.

There are a few alternative architecture classes that can be
studied in the future. One may apply single-Vdd with power-
gating to both logic blocks and interconnects with one con-
figuration SRAM cell and one power transistor for each logic
block or interconnect segment. As the area overhead due to
Vdd-programmable logic blocks is small, about 3% for ar-
chitecture ( , ), the new architecture class may
have a slightly smaller area compared to the FPGA class using
Vdd-programmable logic blocks and Vdd-gateable intercon-
nects, and may be effective when the utilization rate of logic
blocks is low. Moreover, we assume the smallest FPGA array
for each benchmark circuit in this paper, but our evaluation
methodology can be easily extended to the new class with
the practical utilization rate. Furthermore, one configuration
SRAM cell and two power transistors for field Vdd-level selec-
tion without power-gating. In this case, VddL can be applied
to the unused circuit elements to reduce leakage. We specu-
late that Vdd-gating is able to reduce more energy than pure
Vdd-selection does, but we have not studied this architecture
class in this paper.

Our recent work [32] studied the device and FPGA architec-
ture co-optimization for higher power reduction compared to
this paper. In addition, exploring the solution space containing
power transistor size, supply voltage, threshold voltage, and
FPGA architecture virtually removes the area overhead of
power transistors.

The state-of-the-art commercial FPGAs have applied uni-
directional routing switches in routing architecture and used
depopulated local interconnects inside logic blocks [21],
[33]. As these interconnect features may have a great impact
on power and performance, in the future we will conduct
architecture evaluation considering these features with Vdd
programmability.
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