Joint Design-Time and Post-Silicon Optimization for

Digitally Tuned

Abstract— Joint design time and post-silicon optimization for analg
circuits has been an open problem in literature, given the cmplex nature
of analog circuit modeling and optimization. In this paper we address
this problem through an example of high-speed transmitter @ésign. We
formulate the co-optimization problem so as to maximize theBER vyield
subject to the area and power constraints for a given channednd receiver
design. An efficient optimization framework combining the kranch-and-
bound algorithm and gradient ascent method is proposed. Exgrimental
results show that compared with a manual design approach comonly
used by analog designers, joint design-time and post-siia optimization
can improve the yield by up to 47% under the same area and power
constraints. To the best of the authors’ knowledge, this ishe first yield-
driven analog circuit design technique that optimizes possilicon tuning
together with the design-time optimization.

|. INTRODUCTION

As process technologies scale down to 90nm and below, itradit
circuit design methodologies are confronted by the promntipeob-
lem of process variation [1]. To deal with process variation
analog circuits, which performance is highly sensitive e tevice
matching, traditional corner-based design is adopted &maguee the
performance in the worst-case scenarios at the cost of attzdt
circuit overhead. Such corner-based design methodologygever,
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Fig. 1. Examples of digitally tuned analog circuits: (a) CBl@urrent source
and (b) capacitance array.

It has been shown that post-silicon tuning has direct ingpact
the design-time optimization for analog circuits. [8]. Ometone
hand, post-silicon tunability can significantly offload tbenstraints
on analog designs by providing the capacity of “correctingé
performance deviation due to process or evniromental tans to
certain extent. On the other hand, the tuning circuitry comss extra
area and power which needs to be considered in the design-tim
optimization in order to meet the design specs. The strongltw
between design-time optimization and post-silicon turtiag already
led to joint optimization both in the domain of digital ciitaesign
[3] and high-level synthesis [9]. It is natural to expect tthzy

is becoming insufficient and may not be viable eventually l&s t extending joint design-time and post-silicon optimizatiato analog

variation increases along with the technology scaling.
Statistical design, as a result, is proposed to analyze énfrp
mance distribution from process variation and defipasametric

yield as the probability of the desigh meeting a specified perfooma

design, a better parametric yield can be achieved. The deatiph
of modeling and optimizing tunable analog circuits, howeleaves
the co-optimization an open problem in literature.

In this paper, we study the joint design-time and post-ailiopti-

or power constraint [2], [3]. Different techniques existrtmximize mization with focus on the digitally tuned analog circuitis type
the parametric yield for analog circuits, and these teakesogener- of circuit has two special properties: First, the variatdesh as the
ally fall into two complementary categoriedesign-time optimization transistor sizes are continuous, while the variables sachetuning
and post-silicon tuning resolution are discrete in nature. Second, if the resaistiare the
Design-time optimizatioiechniques explore the design space ainly changing variables and all the reamaining variablediaed, we
system-level and device-level to maximize the yield for laga can show that it is easy to find the performance upper bounchg@mo
circuits. At system-level, different circuit architeotsr are explored all permissible resolutions. To make use of these two ptiEserwe
for a tradeoff between power, area, and performance. Mereovpropose a general optimization framework combining thedeand-

some architectures such as closed-loop negative feedtzsckydod
immunity from the process variation. On the other hand, rtiyeeict of
process variation can also be reduced by device-level gptian,
such as transistor sizing [4], and layout optimization. iBegime
optimization, however, has difficulty covering all processners in
a cost efficient fashion and may result in high area/powerhmas.

bound algorithm on the resolutions and gradient-ascertiodetin the
unpruned branches. We use high-speed serial link as ouicafph
and provide two analog design examples to demonstrate the jo
optimization framework: transmitter filter design and ¢land data
recovery (CDR) circuit design. In the trasmitter design, uge the
transistor sizes, number of taps, resolution, and leasiifgignt bit

Post-silicon tuningin analog design has been widely adopted i(LSB) size of the pre-emphasis filter as the optimizatioriaides,
order to combat process variation. Tunable elements suctheas and propose mathematical models of bit error rate (BER) gooand

programmable capacitance array (PCA) [5] and resistanes are
proposed to adjust the analog circuit performance aftqy dfirica-
tion [6], [7]. Fig. 1 shows two examples of the tunable eletaen
analog design: tunable CMOS current source and capacitmag,

area with respect to those variables. Our experimentaltseshow
that compared with a manual design approach commonly used by
analog designers, joint design-time and post-siliconnojgition can

improve the yield by up to17% under the same area and power

where 3 is the resolution (number of control bits). By applyingconstraints. The same framework is applied to a tunale ploake

different control signalsD[i] (1 < ¢ < 8 — 1) on individual chips,
the performance can be adjusted to maximize the yield. Wik
will be discussed in more detail in Section I, we would likedoint

loop (PLL) in the CDR design as another example. We use the
charge pump currents as our design variables and formutege t
problem as to maximize the yield defined by output clockijifResult

out that in both examples the tuning values are digitaliZédch shows significant improvement on the jitter yield with theveo and
digital tuned analog circuithave wide applications because of theiarea constraints. To the best of the authors’ knowledgs, ithihe
noise-insensitivity and good technology scalability [8]. first yield-driven analog circuit design technique thatimjizes post-
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Fig. 2. V;j, variation model (a) and current mirror with;;, mismatch (b). Fig. 3. Post-silicon tuning through DAC

one can change the input frof to D’ and, therefore, a smaller
(ileviation AA’ can be obtained. In the general case, post-silicon
tuning is performed by increasing or decreasing the inpepwise
to find the minimum deviation.
Though by applying the tuning technique, the effect of pssce
variation can be reduced significantly, Extra circuits, bogr, are
" needed to provide the tunability. We assume= [100] and generates
A =4-1I.sp in Fig. 3. In addition to the required LSB current
sources, we need to implement tofdlSB current sources to achieve
3-bit tunability, almost doubling the required area. Theref it is
Il. PRELIMINARIES ON DIGITALLY TUNED ANALOG CIRcUITS  important to find an optimal balance between the performaamze
area/power cost considering system design and postssitioging.

silicon tuning together with the design-time optimization

The remaining of the paper is organized as follows: Section
briefly reviews the post-silicon tuning technique and Swerctill
provides the formulation for our joint optimization probie Section
IV discusses the proposed optimization framework which luioes
the branch-and bound technique and gradient ascent meTined
designs for the transmitter and CDR circuits in high-spesthklink
are discussed in Section IV and V. Experimental results ezsgmted
in Section VI and concluding remarks are given in Section VII

Analog circuits are very sensitive to process, voltage,tantberature
(PVT) variations. Among all sources of variations, the m@md I1l. PROBLEM FORMULATION

mismatches caused by doping fluctuations are expected tumaec Without loss of generosity, analog design-time optimizatcan be

dominant within_ the next few_ technology generations _[1]'t“5 described as to find out the optimal design parameters tomizi
paper, W? consider th.e transistor threshold VO!MQQ( mlgmatch certain performance metric, subject to the power and arasti@ints
and use it as our main source of process variation. Fig. 2 show Mathematically, it can be stated as

an example of threshold voltagé¢) variation and the resulting

transistor drain current mismatch. The relation betw&gnvariation (P0) max F(x) 2
and the resulting drain curretib can be linearly approximated [10] st P(z)<p 3)
as _
Alz) <a 4)
Ip = Ipo + nAVip, 1
b po TSt @ T, 2T X Ty, xz € RF (5)

wheren and Ipo can be obtained through SPICE simulation, as .
shown in Fig. 2(a). Such drain current variation in turn tesin where F(-), A(*), and P(-) represent the functions of performance

significant power and performance variation in analog desig metrlc,barea(,j ar_1d pO\évert,hrezpec_:tlvqi)and@ atrﬁ the ptOW?r and dagea
To address this issue, various analog desgin techniqueprare tlhppgr oun 9'\:)9'“ y'th(le e5|gn spemg € veg or irmg y

posed to reduce the impact of variations. In particulart-gdgon b ethes(ljgn_vana es wi rﬁd'ovrﬁ r totu?d anbuppfe:j ound. g“{jn

tuning is widely used to calibrate process variation aftdaritation y the design specs, andis the total number ol design variables.

using tunable elements. Examples of tunable elements céoube In Fhe presence of process ‘.’a“"?‘“"“' we can change thethjec

in Fig. 1. In those tuning elements, digital binary contrggnsl function (10) to be theparametric yieldas

is adopted because digital signal is not sensitive to theenand, Prob(F(z) < f), (6)

as a result, make itself immunitive against variation sesrcrhose . .

digitally tuned analog circuits conceptually operate asigital-to- where f is t.he.allowed performance. bgund. In addition, the power

analog conversion (DAC) circuit. By given a control signsdy D, also ha§ variation due to process variation, and accordithgl power

an analog output, say, is produced proportionally. There are twoConstraint (11) should be re-casted as

major design aspects for thoes digitally tuned analog iirteast- Prob(P(z) > p) < e, @)

significant-bit (LSB) size and resolution. The LSB size dsiiees the

minimum step in the digital-to-analog conversion. In the @®cur- Wheree is a small positive number indicating the tolerance for powe

rent source shown in Fig. 1(a), for example, it physicallgresents Variation over the upper boungd _ _

the drain current for the LSB transistof.(s5). In the capacitance ~ With the post-silcon tuning, we first consider the specialcitire

array shown in Fig. 1(b), it represents the minimum size cispace Of the digitally tuned elements, as shown in Fig. 1. In thipgra

(CLsp) in the array. Resolution, on the other hand, is the number ¥ adopt a simple but direct method based on the unit celgdesi

bits used as input control signal. Given the LSB size andluéisa, technique for the tunable element. An example of unit celltfe

the tuning range can be directly determined. In this paperdenote CMOS current cource is shown in Fig. 4(a). Assume that we have

its resolution ag3 and the LSB size as. characterized a total number of unit cells with different transistor
An examp|e of a digita|_to_ana|og conversion curve is shown WIdth/length and bias VOItage under the condition that taHE)draW

Fig. 3. Assume that digital inpub is designed to generate analog , o o

output A. With V., variation. however. the conversion curve becomes Note that we can also formulate the problem to minimize thevgsowith given
p, : th ! ! . . X performance and area constraints. The joint optimizatimblpm to be proposed can be

nonlinear, and inputD generates output with AA deviation With (e formulated accordingly, and the same optimization &amrk still applies with little

respect toA. To make the analog output closer to the desired valuehange.
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Fig. 4. (a) Unit cell design. (b) Swing and delay vs. numbermpafallel-
connected cells.

nonlinear optimization problem with continuous feasibégion as
follows
t € R,

max Z(t), (17)

which can be solved efficiently by first order gradient methbd
we can evaluateZ(t) and %f) at any pointt = £ to find local
maximum. Below we will discuss how to evaluate the functiatue
and first order derivative efficiently.

A. Algorithm Overview
To evaluateZ(t) we need to solve problenP() for given xz = ¢,

the same amount of curreft,.;;. Each unit celky; represents a set of '€+

transistoriW/L and bias voltagéd’,, where0 < o < m. Any larger
transistor, which draws larger current and provides lagyeing at
the output, can be obtained by connecting the unit cells efséme
type in parallel. Such parallel connection ensures linektionship
for the parasitic capacitance and current driving capgbilvhich is

measured by the output swing and the delay as shown in Fig. 4(b

Moreover, by limiting the maximum number of connected celie
transistor-level biasing constraints can be guaranteednsure all
transistors working on the desired operation region. Nad¢ similar
unit cell design methodology can be extended to other digitaned
elements, such as capacitance array.

As a result, the parametric yield can be rewritten as

Prob(F(z, o, 3,7) < f) (8)

(P2) Z(t) = max

s.t.

Prob(F(t,veca, 8,7) < f) (18)
Prob(P(t,a,8,7) > p) < € (19)
0<a=<ml, aecZ" (20)
028, BeZz" (21)

0=, ~veZ", (22)

with variablesa, 8 and~. (P2) is an integer programming, which is
an NP-hard problem. Though software does exist in liteeatmisolve
general integer programming problems, in this paper we quep
an optimization framework to efficiently solve it making uskthe
special properties of the digitally tuned analog circuits.

As delineated in Algorithm 1, the optimization frameworknto
bines the branch-and-bound (BnB) algorithm with the gnatdéscent
method (GDA). Assume that we know how to partition the feititib

where F'(-) is the performance metric after tuning, are the indices
of the types of unit cell design, and are vectors representing the
resolution used for the digitally tuned elemenisare the LSB sizes

space into different regions and how to efficiently obtainugper
bound of the objective function (18) for each region. Thetoading

in terms of the number of unit cells used to implement the LEBe
digitally tuned element. In addition, post-silicon tuniatso affects
the power consumption, and (7) can be rewritten as

Prob(P(xz,a,3,7) > p) <k, 9)

WhereP(~) is the power consumption after tuning.

Combining the above discussion, the joint design-time aost-p

silicon optimization can be extended frofaQ) as

(P1) max Prob(EF(z, o, B,7) < f) (10)
s.t. Prob(P(m,a,B,’y) >p)<e (11)

Alx, o, 8,7) < a (12)

) <z <x,, x€R" (23)

0Xxa=xml, aecZ" (14)

0<8, Bez" (15)

0=<~v, ~veZ", (16)

wherem is the total number of unit cell designs andis the total
number of tuning elements in the circuit. Note that therecixplict

to the principles of the BnB algorithm, we can prune regidmat t
have an upper bound worse than the existing solutions matkiag
performance metric. If a region cannot be pruned, we emplbDA G
optimization to find a local maximum in it. The final solutiaf(t) is
obtained by comparing the optimal solutions found in eagbrumed
region.

Moreover, since we can obtain the upper bound of the obgectiv
function in each region efficiently, the upper bound 2ft) is just
the maximum of all those upper bounds. Denote the upper botind
Z(t) as Z(t), then the derivative ofZ(t) can be approximated by
applying finite difference method ofi(t), i.e.,

ozZ(t) . 1, 7
5 = lim —(Z(t + kAt) — Z(t)),

k—0 k

whereAt is a unit vector point at the direction of derivative. Notatth
the accuracy of the approximation depends on how the upperdo
is calculated. If the upper bound is tight, then the appratiom will
converge to the exact derivatives.

Next we will discuss in detail how to solve the two criticalbsu
problems: P3) how to partition the feasible space and derive the
upper bound of the objective function for each partitionedion

(23)

bound necessary fgB and~ as they are implicitly bounded by theand ©4) how to use the GDA method to find a local maximum in

power and area constraint (11) and (12).

IV. OPTIMIZATION FRAMEWORK

each region that cannot be pruned.
B. Partitioning and Bound Estimation
From Algorithm 1 we can see that the BnB+GDA framework offers

(P is hard to solve in general because it is a mixed integer noa- tradeoff between the runtime and quality: a finer partitan

convex programming, the complexity of which grows exporatiyt
with the number of integer variables (the dimension of thetees «,

the solution space results in fewer local optimums in eacjiore
and accordingly better GDA optimization quality, at the tco$ a

3 and~). Therefore, we propose to separate the integer variahlis ancreased runtime for BnB algorithm as the number of totglams

the continuous variables as follows. We define a new functitt) as
the optimum value off1)whenx = t. If (P1) is infeasible atc = ¢,

are increased. In this paper, we partition the solutionspacording
to the unit cell index and LSB size of each tap. In other words,

thenZ(t) = —oo. Accordingly, P1is equivalent to an unconstrainedeach region has a unique set of unit cell indice and LSB sizes.



Algorithm 1 BnB+GDA algorithm framework for computing’(t)
and &f)
T

Select an initial solution and evaluate (18) to get
(P3): Partition the feasible spad&e into regionsw; (1 < ¢ < d) and derive the upper
bound of the objective functiog; in each region.
Z(t) = max;{y;}.
for i = 1; ¢ < d; i++ do
if g, < g then
Continue;
else
(P4): Solve P2) in w; for optimal valueg; by the GDA method.
if g; > ¢ then
g = Yi-

Z(t) = -

EvaluateZ (t + kAt) for a small positive number k.
az(t 7 7

220 = L(Z(t + kAt) — Z(t)).

Our experiments show that such partitioning provides a dmddnce
between the runtime and the solution quality.

In general, the yield upper bound for a given region is hard to

compute since the objective function iR1) is non-convex and non-
differentiable. Fortunately, in this particular type ofoplems where
digitally tuned analog circuits are involved, we are ableotwiain
the bound through a special relaxation. Suppose we can §elje
without power and area constraints, then such an optimakevean
serve as the upper bound of the constrained probRt) gince we

have expanded the feasible space. Note that such an upped bou

might not be a tight one, as the corresponding solution mejat&
the area or power constraint.

To solve P1) without constraints, we need to resort to its physicat

maximum of the objective function is reached [11]. As deditesl

in Algorithm 3, at each step we in turn increase/decreasédn eac
variable by1, and check the change of the objective function. Note
that by doing so we are actually computing the gradient beeau
all the variables are integers. Then we move along the drect
that causes the maximum increase. This is iteratively danié the
relative change of the objective value is below certainshotd. The
termination of the algorithm indicates that one of the locexima
has been reached or we have reached the boundary.

Algorithm 3 Gradient Ascent MethodPd).

INPUT: Unit cell indice & and LSB sizesy.
OUTPUT: Optimized objective valug). . B
Initialize: Select an initial gues8‘®; y© = Prob(F(&, B(?,7) < f); k =

1
while |y*) — y*=D| > e[y | do
for i = 1;2 < n; i++ do
ﬁ’gk—l):ﬁ’gk—l) Y
if (?Q and (??) are satisfied fo3(*~1) and4 then
AT = Prob(F(&, B%™1,5) < f) —y*™Y;
else
Af =
end if
i(k—l) _ ﬁi(k—l) ps
if (?2) and () are satisfied fo3*~*) and4 then
A7 = Prob(F (&, BV, 3) < ) —y*Y;
else
A7 =
end if
B =gt
end for
(k) = Increase/decrease the elemen@if*—1) corresponding to the maximum
in AT andA~;
k=k+1;
end while

-Inf;

-Inf;

meaning: Given the unit cell design and LSB sizes, find out the 14 initial guess can be arbitrarily chosen as in our expents

optimal resolution that gives the maximum yield. The optinesolu-
tion can be determined according to the target values fotiuthimg
parameters in an iterative way, as delineated in AlgorithnT2e
iterative procedure is required because in most casesrtet talues
are also related to the resolution due to the area-depepdeasitics.
In experiments we find that the algorithm converges quickighiw
two or three iterations. The optimality of the solution isaganteed
because any increase in the resolution only increases thkai@a
and the parasitics while the minimum distance to the targhies
remain the same, which will downgrade the performance.

we find that it does not influence the runtime or quality sigaifitly
for both of the examples studied. In addition, we observé tha
algorithm always converges with less than01% error (€ = 1e —5)
within two or three iterations.

V. TRANSMITTERDESIGN INHIGH-SPEEDSERIAL LINK

In this paper, we use high-speed serial link as our apptinatind
provide two analog design examples to demonstrate the @ptit
mization framework: transmitter design and clock and datovery
(CDR) circuit design. The system diagram of a high-speeigdldark
is shown in Fig. 5. At the transmitter end, the pre-drivevesi the

Algorithm 2 Yield upper bound computation for given unit cellFIR pre-emphasis filter at the designated data rate. Therpmhasis

design and LSB sizesQ).

INPUT: Unit cell indice & and LSB sizesy;

OUTPUT: Yield upper boundy;

INIT: Set initial resolutions by gues$(®); k = 1;

while maxy, |3 — g(B—1)| > ¢]|g*=D|| do
Calculate the system parasitics accordingstoy and 3%);
Update system response;
Find the target optimal values for all tuning parameters ;
Determine@(*+1) according to&, 4 and the target optimal values;
k=k+1;

end while

§ = Prob(F(&,B™,7) < f);

C. Gradient Ascent Method

Given the partitioning method discussed in the previougiaecif
a particular region cannot be pruned by comparing its uppent
with the current solution, we need to solMel for optimal 3 with
given unit cell indicea and LSB size sef.

filter is used to counteract the inter-symbol interferenk®)([12]
caused by bandwidth-limited channel, which behaves asrmesion
line and can be characterized by the Telegrapher's equsatioth
RLGC per-unit-length model [13]. At receiver end, the pregdifier,
along with slicer decision circuit are responsible for détey the
data from the received signal. Moreover, the clock is embddd
the transmitted data, and the clock data recovery (CDR)system
is used to extract the clock from the serial data stream.

In the transmitter design, the pre-emphasis filter playsrgortant
role in both the design quality and the post-silicon turigbil12],
thus rendering it a good example for joint design-time andtpo
silicon optimization as shown later in this section.. The-pmphasis
filter can be expressed as

n—1
bi = z Wjai,j,

§=0

(24)

The essence of the gradient ascent method is to sequentiallyeren is the number of filter tapdy; is the tap coefficient for tap

take steps in a direction proportional to the gradient,|umtiocal

i, and a; is the transmitted non-return-to-zero (NRZ) symbol. The
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Fig. 5. System diagram of a high-speed serial link.
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The areaA(.) and power P(.) of the transmitter are mainly
contributed by the pre-emphasis filter and the pre-driver, i

A= Aprefdri'ue'r + Afilter,
P = Pp'refd'river + Pf’ilter-

@7)
(28)

For tapi (1 < i < n), we use unit cells of typev; (1 < a; < m)
with the parasitic capacitaneg;;,, and the occupied area i,

The required number of cellg; for that tap is determined by its
coefficientiV; and the unit currenf,,;;:

Wi

. 29
Iunit-‘ ( )
Accordingly, the total area used in the pre-emphasis fileer be
calculated as

=

Afilter(n7 a) = Z inz:nt’ (30)
i=1

filter coefficientlV; can be determined adaptively by the least-meafyhere « is a vector with its element; representing the unit cell

square (LMS) algorithm [12]. The filter is usually implemedtby
current-mode logic (CML), and the coefficient of each tapeislized
by the CMOS current source.

In order to focus on the transmitter optimization, in our tfirs
example, we assume that the frequency domain response dor th
channel and the receiver is given. In addition, we assume gha

ideal sampling clock is obtained through the receiver CDRuis.
Another example about the CDR circuit optimization is dased in
the next section.

A. Design-time Optimization

Design-time optimization for high-speed serial link traniter has
been well studied in literature. For example, in [14] thedé&aiff
between bit resolution and power consumption is studiedeRtty,
a framework for simultaneous circuit-and-system desjope ex-

design used for filter tap 2. The total parasitic capacitane®, ..«

can be calculated as

Cpa7'a(n7 a) = Z QZCS;L” (31)
=1

The power consumed by the filtePf;;:.) contains both static
power and dynamic switching power and can be expressed as

Pyitter(n, ) = pz Gi - Tunit - Vaa+ (1 —p)f- Vi Cpara, (32)
=1
where f is the data ratep is the ratio between static power and total
power, which depends on the detailed delay and switchinbatnitity
and can be obtained from simulation.
The pre-driver is designed according to the total gate dtgrae
at the filter inputCyate = >, ¢:Cy*, where Cy* is the input

ploration has been proposed for high-speed links [15] incivhi transistor gate capacitance of unit cell. We assume the pre-driver

transmitter optimization is one of the primary targets. his tpaper,
we use the unit cell design technique for each filter coefiicis
shown in Fig. 4.

The performance of the overall system is usually quantified i

terms of BER, the rate at which errors occur during data trésson.
To start with, we formulate the design-time optimizatiomlgem as

is designed through logic effort using a simple inverterichas a

result, the occupied area can be determined by
Apr'efdr'i’uer = Ainv . (1 + fp + - prp)- (33)

1 .

whereN, = ln[%j, andf, = (%) Np . Ainv @andCiy, is the
. inv nu, .

area and input capacitance for a unit inverter, ahdis the number

to minimize the BER of the system subject to the power and argR pre-driver stages. The pre-driver consumes only dynguoiger:

constraints. The design variables include the number aftapf the
filter, the transistors sizing¥/L and bias voltagéd’, in the CMOS
current source. Assume that we have characterized a tatabeuof
m unit cells and each unit cetl; represents a set of transisidf/ L
and bias voltagd/,, as shown in Fig. 4.

Since directly measuring the BER requires a long period roefi
error vector magnitude (EVM) is used in this paper to estartag
BER because of their monotonic relationship [16].

15 - ap

EVM =
M |7'7naw |2

; (25)

where

ri = Z bipi—j +ni,

j=—co0

(26)

is the received data with respect to filter output from (24),
time domain symbol responsg; and circuit thermal noisen;.

1
Pprefdri'ue'r = Ef . ’Udd2 : Cinv : (1 + fp + - prp)- (34)

Combining (27)-(34), the optimization problem can then bathe-
matically formulated as the formate shown PQ].

B. Post-silicon Tuning and Joint Optimization

In the presence of process variation, , assuming trandisteshold
voltage Vi, has a normal distribution with0% variation [17], the
power consumed by the transmitter varies % variation and
the BER varies in the magnitude d0®x for the same design,
as demonstrated in Fig. 6(a). By applying the tuning tealmiq
simulation results show that the span of power and BER vanat
becomes much smaller as shown in Fig. 6(b). Extra circuadaeiver,
are needed to provide this tunability and an optimal baldretereen
the performance and area/power cost has to be found.

As discussed in Section Il, we can change the objective iimimct
to be theBER parametric yieldhs

Moreover, . iS the outermost received data in the constellation
and M (usually less thari0?) is the total number of data used for
computation.

Prob(BER(a, B,7) <€), (35)

2From now on, we will usébold font to represent a vector.
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Fig. 7. Block diagram for a clock and data recovery (CDR)udirc
wherea is the vector indicating the LSB design for each tdpand

~ are vectors inR™ containing resolution and LSB size for each tap, Ol

ande is the allowed BER upper bound. Note that the number of taps CP1

n is no longer a variable: By allowing; = 0, tap i is removed. up/ 0Pam;:_1,/9’"°"

Accordingly, we only need to specCif¥.maq., @ maximum number of EFD ic NG [ veo

taps to be consideredh... = 10 in this paper). Accordingly, such CLK;:’ e T ol- Kvco/S Pour
parametric yield evaluates how the system performancetes/from o ==

its expectation under process variation after tuning. ritlea obtained

Pnveo |
by Monte Carlo simulation with sampling oW,,. Meanwhile, the [ ncr V@
power Pyiier (32) and aread siie (30) of the pre-emphasis filter g %

also need to be modified with the introduction of the DAC: I=Var cfpz
Pitter = p Z DT 2% 7t 2% yiTymit Vaa+(1—p) f- V- Cpara, Fig. 8. Tunable and adaptive bandwidth PLL. [20]
o 36)
Agitter (0, B,7) = > 2%y, A%1 @7 _— , .
" ; ! charge pump. The charge-pump circuit comprises of two &efic
nmas driven by the UP and DOWN signal and injects the charge into or
Cpara = »_ 2%1y,C00 (38) out of the loop filter capacitor({cr). The combination of charge-
=t pump andCcp is an integrator that generates the average voltage

Note that vectorD; represents the digital control bits, a};;.er  of UP (or DOWN) signal, Vs, and adjusts the frequency of the
becomes a distribution instead of a deterministic valueabse of the subsequent oscillator circuit. In Fig. 8, a power-suppyutated ring
I.nit variation fromVy, mismatch. The other calculations are kepbscillator is shown with the voltage-to-frequency gdifyy co. The
the same and the total area and power can be obtained by (@7) ¥1CO output frequency is controlled by its supply voltage;..;.

(28), accordingly.

VI. PLL DESIGN INCLOCK AND DATA RECOVERY CIRCUIT A. Design-time Optimization

Clock and data recovery circuit (CDR) is a critical functimnhigh-
speed transceivers [18]. The data received in these systemisoth
asynchronous and noisy, requiring that a clock be extratctedlow
synchronous operations. Furthermore, the data must bea@étsuch
that the jitter accumulated during transmission is removed g [

We now consider a simple CDR circuit [18], as shown in Fig. 7. OAr = —2/ Se(f)sin®(m fAT)df, (39)
The purpose of clock recovery circuit is to sense the datepanduce Wo Jo
a periodic clock, which drives the D flip-flop (DFF) and retinne

The performance of PLL is measured by its output clock jitter
The jitter mainly comes from the reference clodk;{) and VCO
(Nveo), which can be expressed as [19]:

and
data (i.e., it samples the noisy data), yielding an outpuh wéss
jitter. The generated clock must have a frequency equal éodtta _ Nin y 2, Nveco . 2
rate and it must bear a certain phase relationship with ct$pelata, So(f) = 12 [ Hnin (527 )"+ 12 [Hnveo (2 ). (40)

allowing optimum sampling of the bits by the clock. As illeted

in Fig. 7, a phase-lock loop (PLL) is employed to generatectbhek Note thatHn;, and Hnyco are the noise transfer functions of the
(CLKvco) waveform with multiple phases. The clock must exhibiteference clock noiseN;») and VCO noise §vco) accordingly.

a small jitter since it is the principal contributor to theimeed data Here we assume white noise sources and ignore the noise frem t
jitter. Timing jitter can be expressed as.r = (T'/27) - oa4, where clock buffers.

T = 27 /wy is the clock period andray is the phase jitter of the  Consider the PLL shown in Fig. 8, the noise transfer funetion
clock. Phase jitter is defined as the standard deviation ®fpttese Hn;, and Hnvco can be expressed using PLL design parameters:
difference between the first cycle ameth cycle of the clock [19].

An example of second-order PLL is shown in Fig. 8 [20], which Hnin(s) = Pout.
is widely used in the high-speed system to generate a loer jitt Pnin
clock. A PLL comprises of several components: (1) phaseufraqy _ KioopRCcps + Kioop
detector, (2) charge pump, (3) loop filter, and (4) voltagetmlled T 824 KioopRCops + Kivop
oscillator. Phase and frequency detector is used to déiecphase 2wns + w2

and frequency difference and provides the UP/DOWN signahéo T 25 2Cwns + w2’ (41)
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Hnin(s) = _out_ —Do—Do—Iﬁ
" pnvco
N s2 + KloopRCCPS + Kloop Toveo
2
S Vint
= —-— 42 —
82 4+ 2Cwn s + w2 (42) DN
Do

where Kjoop = Icp1/(2nCcp)KppKvco, wn = v/ Kioop, { =
vV KioopRC/2, R = (Icp1/Icp2)(1/gmop). Note that the noise
from the input reference clock and VCO are filtered throughfmss Fig. 11. Charge pump schematic [20].
and high-pass filters, respectively.

As a result, the jitter performance is a function of the PLIsiga the output jitter under the impact of process variation. Tégalting
parameters. Fig. 9(a) shows an example of output root-reqaare histogram can be found in Fig. 10(b)
(RMS) jitter with respect to damping ratia) for a fixed w, = As discussed in Section Il, we can change the objective iimmct
0.6wo. Moreover, in the case of tunable PLL shown in Fig. 8, thto be thelitter parametric yieldas
natural frequency varies proportional tgIcp; and the damping . _
factor is proportional tdcp2/v/Icp1 [20]. By finding an optimum Prob(Jitter(e, 3,7,m) < €), (45)
value of the absolute value and relative ratio lofp: and Icp1, wherea is the vector indicating the LSB design for each tap in the
we can minimize the PLL output jitter. An example of the riglat tunable element3 and~ contain resolution and LSB size for each
between output RMS jitter and the current ratio for the cedngmps charge bump, andé is the allowed jitter upper bound. The power

(Icp2/Icpi1) is shown in Fig. 9(b), with a fixedcp:. consumed by the charge pump can be re-wrote as

For a fixed VCO and PFD design, the design-time optimization 1 9 g .
problem can be formulated as minimizing the output clockefjit Pcr = Z 5(27Two) -(1+=)-D; 2771 . 2% yida, - Vaa,
subject to power and area constraints. The design parasnater i K

(46)
Note that in this example, the tunable element is inserteth@n
rBiasing part with bias ratig. Whenn < 1, only a small amount of
current in the biasing circuit is required to generate>. As a result,
the power consumed and area occupied by the digitally tuleedent
can be ignored. In this case, however, the LSB size in thegehaump
current become%*yla, which is increased when is decreased. The

the charge pump currentgp1 ,Icp2 and the current mirror ratio
7 for the bias current. The power consumption of the chargepbu
can be calculated by the similar approach used in our finsstnitter
design example. Assume we use unit cells of typg1l < «; < m)
with unit currentl,,, then the required number of cels for the
charge pump can be determined by

4 = (@1 (43) effect of tuning is reduced in this case and may not provideitsired
Io,; yield. On the other hand, whem ~ 1, the tunability is maximized
As a result, he power consumed by the charge pump can be segre$ut the power and area consumed by the tunable element is also
as: increased. Obviously, a good balance need to be found throug
1 9 proposed framework.
Por(n, o) = Z 2(27Tw0) 1+ m) @il - Vaa. (49 VII. EXPERIMENTAL RESULTS

The area can also be approximated using the similar methdd aie extract the model parameters by SPICE simulation on a-ran
details can be found in our first example. As a result, themiptition ~Mitter design in IBM 90nm technology, and implement the gl
problem can then be mathematically formulated as the farsiaown algorithm in MATLAB. All the experiments are run on a Windows
in (P0), wheren can be considered as part of the design paramteFgrver with Pentium 1V 3.2GHz CPU and 2G RAM.

. We compare our algorithm with three different methods: nanu
- ) ) o design, no-tunability design, and maximum tunability desiThe
B. Post-silicon Tuning and Joint Optimization manual design is commonly used heuristic guided by designer

In the presence of process variation, the output RMS jitteieg for experience [21]-[23]: assume that each tap has the same iz8B s
the same design because of the variationslep; and Icp2, as which is determined by the minimum value of coefficients. The
demonstrated in Fig. 10(a). number of bits for each tap is then calculated according i®ltBB

To reduce the impact of process variation and improve thaerpet- size. The manual design serves as a heuristic for joint desige and
ric yield, post-silicon tuning technique can be applied).Ril shows post-silicon optimization. The no-tunability design se¢ resolution
a schematic of charge bump circuit with digitally tuned edenare to be 1 (3, = 1) for all taps such that a maximum number of taps can
place in the biasing circuit. By applying a proper digitalntel be achieved, and then solvE1) for design-time optimization only
signal D, the charge pump current ratio can be optimized to redudéde maximum tunability design uses only one tap.{. = 1) to
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allow maximum resolutions for all taps and then sold)(for post-
silicon optimization only The no-tunability design and maximum
tunability design also serve as the representative of maxirdesign-
time effort and maximum post-silicon effort, respectively

For fair comparison, the data rate for all the designs is set
be 5GHz, and the threshold BER for yield = 1.0 x 10, In
our experiments, we assume that the channedOiam differential
microstrip line on FR-4 substrates and the receiver had iitaing
recovery. It is understood, however, that our proposed odetls
generally applicable to any channels and receivers. Weadsaome
that V4, variation follows normal distribution.

We first present the BER distribution wig0% V;,, variation based

the actual design area cannot exce@dOum?, regardless of the

maximum area allocated. This verifies our discussion thafptiwer
and area constraints are strongly coupled.

A similar study is conducted with respect to different power
constraints for fixed aread(= 1000um?) and 20% Vi, variation.
The results are presented in Fig. 13 (b). From the figure wesean
that for different power specs our design also gives betidd yand
better scalability than the manual design. When the powbmised
to 8.5mW, we have a35% vyield improvement over the manual
design. The power saturation effect is also observed hemnite
area constraint becomes dominant.

In addition, we study how the amount &, variation affects the
yield for the four methods for fixed poweP(= 10mW) and area
(A = 1000um?) constraints. As shown in Fig. 13 (c), althoug,
variation is not explicitly listed as a constraint and onfypaars in
the power and area constraints, it affects the yield sigmfig. Our
design improves the yield b0% compared with the manual design
when the variation amount #0%.

In terms of runtime, the developed framework is very effitien
We observe that for different power and area constrainésruhtime
varied between 30 minutes and 1 hour.

VIIl. CONCLUSIONS ANDFUTURE WORK

In this paper, we use a high speed link transmitter desigm &xam-
ple to study the joint design time and post-silicon tuningrapzation.
We mathematically formulate the problem as to maximize tERB
yield subject to the area and power constraints for givemicblaand
receiver design. An efficient optimization framework conibg the
branch-and-bound algorithm and gradient ascent methoeoped.
Experimental results show that compared with the manuabdes
joint design time and post-silicon optimization can impdtie yield

on 10K Monte Carlo runs in Fig. 12. The area is constrained By up to47% under the same area and power constraints.

1000um? and the power is constrained 1@mW . First, for all the
four methods, the distributions show strong non-symmetiy @on-
Gaussianity. This should be attributed to the non-line&atieship

between thd’;;, and BER. Second, we can see that the ranges of BER

vary for the four methods: the maximum and minimum tunapilit
design gives the smallest and largest variations resgdgtiwith the
other two methods in between. This is in accordance withrthétion
that more tunability corresponds to less variation. Thive, can see
that our design gives the smallest mean BER, better thandhat
the manual design, while the minimum tunability design givhe
largest mean BER. This verifies that joint design-time argt4sdicon
optimization can significantly improves the performancenpared
with design-time or post-silicon optimization only.

Next, we quantitatively study how the yield from our desigrda
manual design vary with respect to different area congsdor fixed
power (P = 10mW) and 20% Vi, variation®. The yield is defined

as the percentage of the chips meeting the BER as in (35). The
results are presented in Fig. 13 (a). From the figure we can ség

that for different area specs, our design always gives atayipld
than the manual design. Moreover, with the tightening of dhea
spec, the yield degradation of our method is slower than taeual
design. When the area is limited W0um?, we have ai7% yield
improvement over the manual design. Finally, it is intéresto note
the area saturation effect: When the area spec is larged fttfm?,
the yield does not improve because the design is dominated
the power constraint. We observe that for tHenWW power limit,

3 The BER distributions from our design and manual design attebthan those from
the no/maximum tunability designs in orders of magnituteistrendering the yield of
the latter two designs close to zero for the same threshaldoringly we exclude them
for the quantitative comparison.

In the future, we will further study how joint design-timedapost-
silicon optimization can be extended to the entire highedpknk,
including the channel and receiver.
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