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Exploiting Symmetries to Speed Up SAT-Based
Boolean Matching for Logic Synthesis of FPGAs
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Abstract—Boolean matching is one of the enabling tech-
niques for technology mapping and logic resynthesis of field-
programmable gate arrays (FPGAs). Boolean satisfiability
(SAT)-based Boolean matching (SAT-BM) has been proposed, but
computational complexity prohibits its practical deployment. In
this paper, we leverage symmetries present in both Boolean func-
tions and target FPGA architectures to prune the solution space,
and we also propose some techniques to reduce the replication
runtime for SAT instance generation using the incremental SAT
reasoning engine. Experiment shows that our SAT-BM reduces
runtime by 226× compared with the original SAT-BM algorithm,
making SAT-BM more practical.

Index Terms—Boolean satisfiability (SAT), field-programmable
gate array (FPGA), logic synthesis.

I. INTRODUCTION

F IELD-PROGRAMMABLE gate arrays (FPGAs) are pro-
grammable logic chips that can be configured to imple-

ment various digital circuits. The programmable logic block
(PLB) is the basic element of an FPGA. Various programmable
devices such as lookup tables (LUTs) or macro gates [1] can
be placed within a PLB. Given a logic-level design, a critical
step in the overall FPGA computer-aided design (CAD) flow
is technology mapping, where a circuit is converted into a
network of PLBs. The existing technology mapping algorithms
can be divided into two categories: structural and functional
[2]. Structural technology mappers [3]–[5] consider a given
circuit graph and find a corresponding graph of PLBs which
covers it. Functional approaches perform Boolean decomposi-
tion of the logic functions of circuit nodes into subfunctions
of limited size which are realizable by individual PLBs. Since
area-optimal technology mapping for LUT-based FPGAs is
NP-hard [6], logic resynthesis—rewriting circuit structures
while maintaining functionality—has been applied, accompa-
nied by technology mapping, to reduce area [7]–[9].
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In both technology mapping and logic resynthesis, Boolean
matching [10], [11] serves as one of the enabling techniques.
Given a target PLB architecture p and a Boolean function
f , the Boolean matching problem either maps function f
to PLB p by describing the appropriate configuration bits,
or concludes that PLB p cannot implement function f . The
key characteristics of a Boolean matching algorithm are scal-
ability in terms of both runtime and memory, and flexibility
with regard to reusability across different PLB architectures.
Most of the existing work for Boolean matching is based on
function decomposition [10] or on canonicity and Boolean
signatures [11], [12]. However, the function decomposition
technique lacks flexibility and needs to be customized for
different PLB architectures, and canonicity-based approaches
can only handle functions of limited input size. For example,
Abdollahi and Pedram [12] assume that the technology library
can be precomputed before the mapping phase. While this
is feasible for application-specified integrated circuit designs,
it is computationally intensive for technology mapping with
complex programmable devices, which can implement millions
of different logic functions. Recently, a SAT-based approach
[8] has been proposed to solve Boolean matching, which was
improved by Safarpour et al. [13] with a 3× speedup and was
further improved by Cong and Minkovich [9] with up to 13×
speedup.

While SAT-based Boolean matching (SAT-BM) offers great
flexibility in handling various PLB architectures, runtimes
are excessively long due to high computational complexity,
even with the improvements by Cong and Minkovich [9] and
Safarpour et al. [13]. Recent FGPAs have employed heteroge-
neous PLBs to reduce power dissipation and area; this addi-
tional flexibility comes at the cost of even greater complexity
for Boolean matching. For instance, suppose that we map a
design to an FPGA with K-input heterogeneous PLBs; the
functionality of each K-bounded cover must be considered
explicitly during technology mapping.1 In practice, the Boolean
matching procedure is called over 50 000 times for an MCNC
circuit, i10, which has less than 3000 gates, with an aver-
age runtime of completing one SAT-BM [8] for a nine-input
subcircuit at more than 20 s. It appears that the runtime for
heterogeneous FPGA technology mapping is prohibitively high
due to the inefficiencies of SAT-BM.

1For LUT-based homogeneous FPGA, technology mapping becomes a
graph-covering problem as a K-LUT can implement any Boolean function with
no more than K inputs; therefore, the functionality check and the Boolean
matching are not needed.
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This paper proposes an efficient SAT-BM that exploits the
symmetries exhibited in both the Boolean function and the
target PLB architecture. The experimental results show that
the proposed algorithm obtains up to 226× speedup compared
with the original algorithm [8], whereas recent papers [9], [13]
obtained up to 13× speedup.

The rest of this paper is organized as follows. Section II
introduces Boolean matching and SAT-based encoding [8].
Section III presents a technique to improve the efficiency
of SAT-BM using symmetries. Section V details our experi-
mental results, and Section VI concludes this paper. A four-
page extended abstract of preliminary results of this paper
was presented at the 2007 International Conference on CAD
[14]. More details of this work can be found in the technical
report [15].

II. BACKGROUND AND PRELIMINARIES

A PLB H(P ) consists of a network of interconnected non-
programmable and programmable logic devices with a set P of
input pins {p1, . . . , pm}. We sometimes omit the set of input
pins and write H to refer to the PLB H(P ). We consider the
mix of two kinds of programmable logic devices in this paper:
the K-input LUT and the K-input multiplexer (MUX). A
K-LUT consists of K inputs, one output, and 2K configuration
bits. A K-MUX consists of K inputs, one MUX output, and
�log K� configuration bits.

The Boolean matching problem takes as input a PLB H(P )
and a Boolean function f(X) over the variables X such that
|X| ≤ |P |, and it asks if the PLB H(P ) can implement the
function f(X). For the simple case where H is a K-LUT,
any function f(X) where |X| ≤ K can be implemented by the
K-LUT. When H contains multiple LUTs, however, the ques-
tion becomes nontrivial.

In the following, we first review the SAT encoding scheme
presented in [8] and then point out the inherent problem of this
approach.

A. From PLBs to CNF

For nonprogrammable devices (for example, combinational
gates) in a PLB, we can describe the logic of each device as
a Boolean formula in conjunctive normal form (CNF) relating
its inputs and outputs. For example, a two-input AND gate with
inputs x1 and x2 and output z can be expressed as

(x1 · x2 ↔ z)

which in CNF becomes

(x1 + ¬z) · (x2 + ¬z) · (¬x1 + ¬x2 + z).

For networks composed of multiple nonprogrammable de-
vices, we add intermediate variables for the output of each de-
vice and encode the relationship between the inputs and outputs
of each device as CNF formulas in terms of those intermediate
variables. Fig. 1 shows an example of a nonprogrammable de-
vice network, where an AND-2 gate and an OR-2 gate compose

Fig. 1. Example encoding for nonprogrammable devices.

Fig. 2. Four-input programmable MUX.

a three-input logic function g(x1, x2, x3). The corresponding
CNF fall is constructed as follows:

fAND2 = (x1 + ¬z) · (x2 + ¬z) · (¬x1 + ¬x2 + z)

fOR2 = (¬x3 + g) · (¬z + g) · (x3 + z + ¬g)

fall = fAND2 · fOR2.

A similar encoding can be performed for the programmable
devices (LUTs and MUXs) in a PLB. For a K-input LUT,
we introduce 2K additional variables, namely, L1, . . . , L2K , to
represent every possible setting of the configuration bits. For
example, the two-input LUT with inputs x1 and x2 and output
z1 can be encoded as follows:

(x1+x2+¬L1+z1) · (x1+x2+L1 + ¬z1)

· (x1+¬x2+¬L2+z1) · (x1+¬x2+L2+¬z1)

· (¬x1+x2+¬L3+z1) · (¬x1+x2 + L3+¬z1)

· (¬x1+¬x2+¬L4+z1) · (¬x1+¬x2+L4+¬z1).

For a K-input programmable MUX, we have �log K� con-
figuration bits; thus, we introduce �log K� additional variables.
Fig. 2 shows a four-input programmable MUX with inputs x1

and x2 and output z, where L1 and L2 are the variables corre-
sponding to the configuration bits. The derivation of the CNF
encoding for this four-input MUX is essentially symmetric to
that of the two-input LUT and is therefore omitted.

B. From Boolean Matching to SAT

Let G(x1, . . . , xn, L1, . . . , Lm, z1, . . . , zl, f) be a Boolean
function in CNF representing a PLB, where variables
x1, . . . , xn represent the input signals, variables L1, . . . , Lm

represent configuration bits, variables z1, . . . , zl represent the
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Fig. 3. (a) Truth table for a function f . (b) Example PLB.

intermediate circuit signals, and f represents the output func-
tion of the configuration. Let F (x1, . . . , xn, f) represent a
Boolean function over the variables x1, . . . , xn with output
signal f . We assume that F is represented in CNF, for example,
by computing a CNF formula from a truth table representation
of the function. The Boolean matching problem then asks if
there exists a setting of the configuration signals L1, . . . , Lm

such that, for all input variables x1, . . . , xn, there are valuations
of the intermediate signals such that the output f of the PLB is
equivalent to the output of the Boolean function f . Formally,
the Boolean matching problem is formulated as the following
quantified Boolean satisfiability (QSAT) problem:

∃L1, . . . , Lm∀x1, . . . , xn∃z1, . . . , zl, f

· G(x1, . . . , xn, L1, . . . , Lm, z1, . . . , zl, f)
F (x1, . . . , xn, f). (1)

As in [8], the universal quantifiers in (1) can be removed
by enumerating the truth table of the function F (x1, . . . , xn).
Therefore, (1) can be solved with SAT, where a satisfying
assignment implies that the function can be realized by the
configuration.

C. Example

Consider the example PLB shown in Fig. 3(b), which con-
tains a LUT-2 and an AND-2 gate. We want to test if function
f , whose truth table is shown in Fig. 3(a), can be implemented
by this PLB. Let X = {x1, x2, x3} be the set of input pins. We
generate a SAT problem using the following steps.

1) Create CNF formulas for individual elements in the PLB.

GLUT = (x1+x2+¬L1+z)(x1+x2+L1+¬z)

· (x1+¬x2+¬L2+z)(x1+¬x2+L2+¬z)

· (¬x1+x2+¬L3+z)(¬x1+x2+L3+¬z)

· (¬x1+¬x2+¬L4+z)(¬x1+¬x2+L4+¬z)

GAND = (z+¬f) · (x3+¬f) · (¬z+¬x3+f).

2) The characteristic function of the PLB can then be
expressed as

G = GLUT · GAND. (2)

3) Decide on either a QSAT-based formulation or a
SAT-based formulation.

a) QSAT-based formulation. For the QSAT-based for-
mulation, write the CNF for the truth table of the
Boolean function f as follows:

Gf = (¬x1+¬x2+¬x3+f) · (¬x1+¬x2+x3+f)

· (¬x1+x2+¬x3+f) · (¬x1+x2+x3+f)

· (x1+¬x2+¬x3+¬f) · (x1+¬x2+x3+f)

· (x1+x2+¬x3+¬f) · (x1+x2+x3+¬f).

The QSAT formulation can then be expressed as
follows:

∃L1∃L2∃L3∃L4∀x1∀x2∀x3∃z, f.(G · Gf ).

A satisfiable assignment to the aforementioned QSAT
instance implies that f can be implemented by
the PLB.

b) SAT-based formulation. In the SAT-based formula-
tion, we replicate (2) to remove the universal quan-
tifiers on the input variables in X .2 This defines
GSAT as

G[X/000, f/0, z/z1] · G[X/001, f/0, z/z2]

· G[X/010, f/1, z/z3] · G[X/011, f/0, z/z4]

· G[X/100, f/1, z/z5] · G[X/101, f/1, z/z6]

· G[X/110, f/1, z/z7] · G[X/111, f/1, z/z8].

(3)

Finding a satisfiable assignment of GSAT implies
that f can be implemented by the PLB. In this case, the
SAT solver will find that the problem is unsatisfiable,
which means that the Boolean function shown in
Fig. 3(a) cannot be implemented by the PLB shown
in Fig. 3(b).

D. Input Permutation

An important issue in Boolean matching is input permuta-
tion, which expands the solution space of a given circuit by con-
sidering different mappings from the variables of the Boolean
function to the pins of the PLB. Fig. 4 shows two Boolean
functions which are equivalent under input permutation—
i.e., function fa can be transformed into fb by the permutation
τ = (3, 2, 1). Note that fa cannot be implemented by the PLB
shown in Fig. 3(b), whereas fb can.

In practice, input permutation is employed in FPGA designs
and must be considered during Boolean matching to maximize
the number of implementable functions. However, the number
of permutations for a K-input Boolean function is K!, which
grows extremely quickly as K increases. In order to consider
input permutations in the SAT formulation, Ling et al. [8]
proposed adding programmable MUXs before each primary
input of the target PLB (see Fig. 5). All possible permutations

2Note that such a transformation is an application of the general expand
operator used in Quantor [16] and also used by Ayari and Basin [17].
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Fig. 4. (a) Truth table of fa = x1 · (x2 + x3). (b) Truth table of fb = x3 ·
(x1 + x2).

Fig. 5. Considering input permutation with additional MUXs.

are encoded by these MUXs. For each of these programmable
MUXs, �log n� + 1 additional variables are needed to repre-
sent the configuration bits (e.g., L11, L12, L21, L22, L31, L32 in
Fig. 5) and intermediate pins (e.g., z1, z2, z3), as well as O(n2)
clauses. Thus, accounting for input permutation by adding n
MUXs adds n · (�log n� + 1) variables and O(n2) clauses to
the original formulation. Depending on the circuit, this can
have significant impact on the problem size. For instance, a
typical SAT/QSAT problem effectively doubles when adding
MUXs to a circuit composed of four LUTs. Since the runtime
complexity is exponential to the size of a SAT instance, these
programmable MUXs increase the runtime exponentially.

III. CONSIDERING SYMMETRIES

We present an efficient algorithm which eliminates the need
for permutation MUXs by explicitly considering symmetry in
the SAT formulation.

A. Symmetry in Boolean Functions

Variables xi and xj of Boolean function f(x1, . . . , xn)
are symmetric if the truth table of f remains the same
when xi and xj are swapped, i.e., if f(. . . , xi, . . . , xj , . . .) =
f(. . . , xj , . . . , xi, . . .). By observing the variable symmetries
exhibited in a Boolean function, we can make the program-
mable MUXs added in Section II-D unnecessary by pruning
all but the distinct permutations.

Given an n-input Boolean function f(x1, . . . , xn), we can
first test the symmetry of every input pair (xi, xj) by comparing
the truth tables before and after swapping variables xi and

xj . Once all symmetric relationships between variable pairs
are computed, we can find the connected components of the
undirected graph where each variable is a node and each
symmetry between variables is an edge. For example, consider
a nine-input Boolean function having the four symmetries
(0, 1, 6, 8), (3, 4, 5), (2), and (7). For any two permutations
τ1 and τ2, if the only difference between them is within the
same symmetry cluster [(0, 1, 6, 8) or (3, 4, 5), in this example],
we have f ◦ τ1 = f ◦ τ2, and only one of these permutations
needs to be tested in the Boolean matching. In fact, the number
of distinct permutations under such a symmetry is 9!/(4! ×
3! × 1! × 1!) = 2520, reducing the number of permutations to
consider by a factor of 144.

Note that the time required to identify symmetries of an
n-input function using the aforementioned algorithm is O(n2 ·
2n). This computational cost is negligible in practice com-
pared with the Boolean matching time, however, as usually
n < 9. Taking advantage of the symmetries exhibited by a
Boolean function allows us to significantly reduce the number
of permutations to test. In addition, symmetries can be detected
efficiently using sophisticated algorithms [18].

Once the functional symmetries have been computed, the
reduced set of distinct input permutations can be generated.
First, the variables within each cluster are sorted to form a
canonical representation—(0, 1, 6, 8), in the preceding exam-
ple. Each cluster is then assigned a label, which all variables
in that cluster inherit. A list is generated from these variable
labels, and the permutations of this list are computed. In the
example, the following labels are applied: (0, 1, 6, 8) = A,
(3, 4, 5) = B, (2) = C, and (7) = D. Thus, the list of labels
is (A,A,A,A,B,B,B,C,D). For each of the distinct per-
mutations of this list, the corresponding order of inputs is
created by enumerating the permutation, restoring a variable
from each cluster of that label, in cluster order. In the example,
the label permutation (A,B,A,A,B,A,B,C,D) corresponds
to the order (0, 3, 1, 6, 4, 8, 5, 2, 7).

B. Symmetry in PLB Architectures

Most commercial PLB architectures exhibit symmetry with
respect to their input pins. Additional levels of symmetry can
be found if more logical levels are considered. Formally, we
define first- a and second-order architectural symmetries as
follows.

Definition 1: First-Order Architectural Symmetry: Any two
input pins xi, xj connected directly to the same k-input LUT
are symmetric under the permutation (xi, xj).

Definition 2: Second-Order Architectural Symmetry: The
inputs x1, . . . , xk and inputs y1, . . . , yk for two k-input LUTs
Lx and Ly , respectively, are symmetric under permutation
π(yi1 , . . . , yik

, xj1 , . . . , xjk
) if the outputs x and y of these two

LUTs are symmetric.
For example, in the PLB shown in Fig. 6, the inputs x1 and

x2 are symmetric, as are the inputs x3 and x4, which means
that ignoring the configurations where they are swapped avoids
redundant calculations. The symmetries between x1 and x2

and between x3 and x4 are first-order architectural symme-
tries. Furthermore, since the outputs of both LUTs feed into a
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Fig. 6. Second-order symmetric PLB.

two-input AND gate whose inputs are symmetric, ignoring the
configurations where two groups of pins (x1, x2) and (x3, x4)
are swapped under the permutations π = (x3, x4, x1, x2), π =
(x3, x4, x2, x1), and π = (x4, x3, x1, x2) will not affect the
Boolean matching decision. This is an example of a second-
order architectural symmetry.

C. Detection of Architectural Symmetry

Architectural symmetry detection can be done as a process-
ing step before resynthesis and can be performed either man-
ually or automatically. For automatic symmetry detection, we
propose the following algorithm.

Architectural symmetry information is computed for a par-
ticular PLB by generating a constraint list, as described in
Algorithm 3. A constraint in this context is an enforced ordering
between the function variable indices mapped to two specified
pins. That is, a “less than” constraint between pins m and n
implies that the index of the variable mapped to m must be less
than the index of the variable mapped to n. A constraint list is
simply a collection of constraints, which together can describe
the symmetries exhibited by a particular PLB.

The constraint list is computed recursively for all gates of the
PLB by comparing the topologies of each gate’s fan-in cone.
Topologies are compared by first recursively generating string
representations of each cone, as described in Algorithm 1, and
then comparing strings. All fan-in cones with the same topology
are symmetric; therefore, we enforce an ordering between these
cones. Doing so requires calculating a fan-in cone’s first pin, as
described in Algorithm 2.

Algorithm 1 topology (gate)
1: {Returns τ , a string representation of gate’s topology}
2: τ = “”
3: {gate.gateType is a string unique to each gate type: “AND,”

“LUT,” etc.}
4: if gate.gateType = “PI” then
5: {Base case—a primary input}
6: τ = “PI”
7: else

8: {Recursive case—aggregate topologies of fanins, in
sorted order}

9: λ = []
10: for all f ∈ gate.fanins do
11: λ.add(topology(f ))
12: τ =gate.gateType + “(” + λ.sort().join(“, ”) + “)”
13: return τ

Algorithm 2 firstPin(gate)
1: {Returns the first (lowest index) PI of gate’s cone}
2: if {gate.gateType = “PI”} then
3: {Base case—a primary input}
4: return gate
5: else
6: return firstPin(gate.fanins[0])

Algorithm 3 computeConstraintList(architecture)
1: {Returns a list of constraints which all unique

permutations will satisfy}
2: constraintList = []
3: for all g ∈ architecture.gates do
4: {φ is a queue of untested fanins}
5: φ = g.fanins
6: testFanin = φ.pop()
7: for allf ∈ φ
8: {Perform string comparison on topologies}
9: if topology(testFanin) = topology(f)
10: {Constrain permutations such that testFanin’s

cone should always come before f ’s cone in pin
ordering}

11: χ = ConstrainLessThan(
firstPin(testFanin).pinIndex,
firstPin(f ).pinIndex

)
12: constraintList.add(χ)
13: {New constraints should reference f}
14: testFanin = f
15: {f has been tested}
16: φ.remove(f )
17: return constraintList

For example, in Fig. 6, the inputs X1 and X2 both have the
topology “PI,” since they are primary inputs. Therefore, they
are symmetric, and since they are primary inputs, their first pins
are the inputs themselves. Thus, a constraint specifying that the
variable mapped to X1 must have an index less than that of
the variable mapped to X2, which we express as [X1] < [X2].
Similarly, the constraint [X3] < [X4] is added after analyzing
the second LUT.

The topology for the AND gate F in the same figure is
represented by the string “AND(LUT(PI, PI), LUT(PI, PI)).”
Because the second LUT has the same topology as the first,
the two LUTs are also symmetric. Thus, a constraint is added
between the first pin of the first LUT (X1) and the first pin of
the second LUT (X3), namely, [X1] < [X3].

Once the constraint list is calculated, it is applied to the
remaining input permutations, which has already been pruned
according to functional symmetries. Each permutation is tested
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Fig. 7. Overall algorithm flow.

whether it satisfies the list of constraints, as described in
Algorithm 4. If the permutation violates any one of the con-
straints, it is considered redundant and, thus, pruned.

Algorithm 4 pruneInputPermutations(constraintList,
inputPerms)

1: for all π ∈ inputPerms do
2: for all χ ∈ constraintList do
3: if not χ.isSatisfiedBy(π) then
4: inputPerms.remove(π)

Note that a more sophisticated algorithm than the one just
described could be developed which would extend the structural
analysis algorithm presented in [19] to consider programmable
logic devices. Alternatively, detecting symmetry manually is a
reasonable approach since the number of PLB structures used
in an FPGA is very limited.

D. Algorithm Overview

Fig. 7 shows the overall flow of our approach. We first extract
the architectural symmetry information from the target PLB
(manually or using the algorithm in Section III-C) and generate
a template of its characteristic function. We also generate the
template clause-set by replicating the characteristic function
for each possible truth table entry (to be explained in detail
in Section IV). For each Boolean function to be tested, we
compute its functional symmetries (using the algorithm in
Section III-A or in [18]). Of the possible input permutations,
we prune those considered redundant as informed by the

Fig. 8. Replication time as a proportion of total runtime.

architectural and functional symmetry calculations, and the
distinct permutations are collected (“distinct permutation set”).
We iterate over this set (“pop a permutation p”), generating a
SAT problem for each permutation by replicating the PLB’s
characteristic function for each possible truth table entry (as in
(3) of Section II-C). Note that during SAT problem generation,
we do not actually replicate the CNFs for every truth table
entry, for each permutation. The precalculated template enables
us to update only the truth table output values for each min-
term of the Boolean function (“Resolve output value literals,”
details to be explained in Section IV-B). After solving the
generated SAT problem, if any permutation gives rise to a
satisfiable solution, the Boolean function can be implemented
by the target PLB. On the other hand, if instead none of the SAT
instances are satisfiable, we conclude that the function cannot
be implemented by the target PLB.

IV. IMPLEMENTATION ISSUES

As a practical consideration, a large proportion of the runtime
of SAT-BM techniques is spent on replicating clauses. In our
initial implementation, we observed that the percentage of time
consumed by the replication phase was as high as 57% of the
total runtime for nine inputs, whereas actual SAT solution time
peaked at only 4% of the total runtime for the same number
of inputs. Fig. 8 shows the proportion of total runtime that
replication consumes as compared with that of SAT solving
time, with the trend increasing as the number of inputs grows.

A number of techniques are applied to address this dispro-
portionate amount of time spent on problem construction. In
the following, we describe two different attempts and their
corresponding improvements to the overall runtime.

A. Iterative Clause Testing

Clause replication requires much more runtime than SAT
solving; it is prudent, therefore, to avoid unnecessary replica-
tion if possible. SAT solving, on the other hand, is relatively
inexpensive in this context; it is worth making several SAT
solver calls if doing so saves even a few replications. This
observation motivates the following approach, which takes
advantage of the characteristic structure of the SAT problem
by breaking down each problem into smaller subproblems.
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Since an SAT problem is made up simply of several clauses
which are ANDed together, it can easily be partitioned into
any combination of subsets of clauses which, in turn, must be
ANDed together. If any subset is found to be unsatisfiable, then
clearly the entire SAT problem is unsatisfiable. If, on the other
hand, the conjunction of all subsets is found satisfiable, then
the entire problem is satisfiable. This leads to a straightforward
solution to the costly replication issue—replicate subsets of
clauses, testing each one for satisfiability.

If any subset is unsatisfiable, we return unsatisfiable and can
avoid the cost of replicating the remaining clauses. If instead the
subsets are all satisfiable, at some point, the algorithm should
determine that it is worth testing the entire set of clauses. We
call this technique iterative clause testing. What remains to be
determined is how exactly to partition the clauses into subsets.
Partitioning into too many subsets will incur the cost of unnec-
essary replications in the satisfiable case; partitioning into too
few will not achieve significant savings in the unsatisfiable case.

Note also that two SAT clauses may be satisfiable, yet their
conjunction may be unsatisfiable if a conflict exists between
them. Thus, partitioning the problem into disjoint subsets is not
an efficient approach, as conflicts will not be detected as early
as possible. Iteratively testing a set of clauses which subsumes
the previous subset is a better technique. This can also take
advantage of any incremental capabilities of the SAT solver; if
supported, the replication of the previous subset can be avoided
as new clauses are simply added to the currently instantiated
problem.

In our implementation, we start with a subset containing
clauses representing one truth table entry. Whenever the subset
is found satisfiable, we double its size by adding the appropriate
number of untested clauses. We continue doubling the size of
the subset until it is either found unsatisfiable, or it contains all
clauses of the SAT problem and is found satisfiable. Our results
show the iterative clause testing technique to be a significant
improvement, performing faster than the implicant representa-
tion improvement presented by Cong and Minkovich [9].

We also applied the iterative clause testing technique to
the implicant representation implementation; however, this en-
hancement only provided modest improvement. In fact, the
iterative technique with the truth table representation outper-
formed the iterative technique with the implicant representation
by a factor of two on average. We suspect that nature of the
clauses generated by the truth table representation enables early
unsatisfiability detection more often than with the implicant
representation.

B. Template Clause-Set

Noting the incremental capabilities of our particular SAT
solver led us to an improvement which surpassed all of our
previous approaches regarding CNF replication time. Note that
there is a large amount of information common to all input
permutations to be tested. The key to this technique lies in
extracting it effectively to reduce unnecessary replication.

Given a Boolean function f(x1, x2, . . . , xn), the truth table
of f has 2n entries, with possible inputs 000. . .0 through
111. . .1. Note that any permutation of f will have not only the

Fig. 9. Illustration of identical input values for function f and permutation f ′.

same number of inputs but also, in fact, the exact same set of
input values 000. . .0 through 111. . .1, although in a different
order. What remains distinct between the permutations is the
order of the output values induced by the permuting of the input
values. Fig. 9 shows an example where f ′ is equivalent to f , but
with x1 and x3 swapped.

We can take advantage of this common information during
the replication phase in the following way. Rather than generat-
ing a new set of SAT clauses for each permutation, we instead
create a CNF template clause-set once for all permutations of a
particular SAT problem. Recall that in the replication phase,
the set of clauses representing the characteristic function is
replicated several times, once for each truth table entry. In each
replication, the Boolean literals representing the circuit inputs
and outputs are substituted with the input and output values
of the corresponding truth table entry, respectively. Instead of
substituting both input and output values, the improved strategy
continues to substitute the input values but leaves the output
values f1, f2, . . . , f2n unmodified, effectively leaving them as
unbound free variables for the SAT solver. This is the template
clause-set.

To test a permutation, we calculate the reordering of output
values induced by the permutation of input variables. Applying
this new order to the function’s output values, we then deter-
mine how the unbound variables f1, . . . , f2n of the template
clause-set should be constrained. By taking advantage of our
SAT solver’s ability to accept assumptions as a parameter when
solving, each unbound variable is bound as an assumption
accordingly. Testing each new permutation only requires cal-
culating the output value order and binding the output values
as assumptions. Thus, the CNF replication process, which was
performed for every truth table entry, for each permutation,
is now performed only once per Boolean function tested.
Note that although any information learned by the incremental
SAT solver is reset between permutations, information is still
recorded and used to speed up conflict-finding when testing the
input vectors under one permutation.

We find that the template clause-set technique with incre-
mental SAT reasoning is significantly better at reducing runtime
than the iterative-clause-testing-based approach. The compari-
son between these two approaches is shown in Section V-A.
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Fig. 10. Nine-input PLB and 12-input PLB.

Fig. 11. Comparison of the number of distinct permutations when pruning
function symmetries (“func”) and when pruning function and architectural
symmetries (“arch”).

V. EXPERIMENTS

We implement our algorithms in C++ and Perl, using
miniSAT2.0 [20] as our SAT solver. The implicant table-based
SAT encoding [9] has been implemented and integrated into
our algorithm, as shown in Fig. 7. To show the effective-
ness of our improvement to the SAT-BM algorithm (shown in
Fig. 7), we extract over 10 000 fan-out-free cones with five
to nine inputs from MCNC benchmarks based on the method
presented in [4] as the Boolean functions. The target PLB
architecture is the nine-input PLB shown in Fig. 10. This
architecture exhibits both first-order symmetry (e.g., permuta-
tions of the input variables x1, x2, x3, x4 are redundant) and
second-order symmetry (e.g., permutations which swap the
input groups (x1, x2, x3, x4) and (x5, x6, x7, x8) are redun-
dant). Both levels of symmetry are used in our SAT-BM. All
experiments are run on a 1.9-GHz CPU Linux server with 2-GB
memory.

We first randomly select 30 nine-input Boolean functions
from the nine-input cut set and calculate the number of unique
permutations considering symmetries, as shown in Fig. 11.

TABLE I
COMPARISON OF SAT SOLVING TIME BETWEEN SAT-BM AND OUR

IMPROVED ALGORITHM (SAT-IP-TEMPLATE)

Compared with the total number of unique permutations (9! =
362, 880), we reduced computation by over two orders of
magnitude by considering Boolean function symmetries and by
another two orders of magnitude by considering architectural
symmetries.

Table I compares the original algorithm SAT-BM presented
in [8] and our improved algorithm, SAT-IP-template, which
is our symmetry-aware algorithm combined with the template
clause-set improvement, as described in Section IV-B. The
average SAT instance sizes and runtime of both algorithms are
shown in the table. As the number of inputs in the Boolean func-
tion increases, the SAT instance size increases exponentially
for SAT-BM. On the other hand, the size of the SAT problem
representing a single permutation for our SAT-IP-template al-
gorithm remains virtually the same, independent of the number
of inputs in the Boolean function. In fact, the size of each
SAT-IP-template SAT instance is decided by the number of
distinct permutations, which is further dependent on the sym-
metries exhibited by the Boolean function and the PLB archi-
tecture. As shown in Table I row “unique perm#,” the number of
unique permutations grows slowly after pruning based on sym-
metries. Compared with SAT-BM, SAT-IP-template achieves
1364× and 226× speedup in terms of SAT reasoning runtime
and total runtime, respectively, for nine-input logic functions.
More significant speedup is expected if Boolean functions with
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Fig. 12. Comparison of average runtime with different CNF replication
speedup techniques.

wider inputs are considered.3 Note that two recent improve-
ments on the SAT-BM problem, namely, [9] and [13], obtained
up to 13× speedup compared with [8]. The substantial speedup
obtained by SAT-IP-template makes it possible to integrate
the SAT-BM algorithm within technology mapping and logic
optimization during heterogeneous FPGA synthesis.

A. Comparison of Speedup Techniques

Fig. 12 shows a comparison of the average runtime on
3000 nine-input Boolean functions with the following dif-
ferent speedup techniques: 1) Ling’s approach (SAT-BM);
2) our initial algorithm without optimization for CNF repli-
cations (SAT-IP-base); 3) our algorithm with iterative clause
testing and the truth-table-based representation (SAT-IP-iter-
TT); 4) our algorithm with iterative clause testing and the
implicant table-based representation [9] (SAT-IP-iter-IT); and
5) our algorithm with the template clause-set improvement
(SAT-IP-template). The average (geometric mean) runtime for
these techniques under all testing cases is shown in Fig. 12.

An interesting observation is that the improvements gained
by our incorporation of the implicant representation as pre-
sented by Cong and Minkovich [9] are completely superseded
by our template clause-set implementation. There are a number
of possible reasons for this. First, for every programmable PLB
element with k inputs in the original architecture, the implicant
representation adds another 2k − 1 such elements. During the
replication phase, this effectively allows for element-centric
replication rather than circuit-centric replication. That is, rather
than replicating CNF clauses which represent the entire circuit,
as is the case when replicating the truth table representation,
only clauses which represent each circuit element are repli-
cated. While replication at the PLB element level may result in
fewer duplicated SAT clauses overall, typical reduction of SAT
problem size is on the order of one half. Thus, performance is
improved, but not substantially. Second, the template clause-
set implementation is very effective because the majority of

3We are limited to nine-input Boolean functions; for larger functions, SAT-
BM generates SAT problems which exhaust available memory when run with
miniSAT.

Fig. 13. Scalability study of SAT-IP-template.

CNF replication time is incurred only once, while the implicant
representation must repeat the same CNF replication for each
input permutation.

We have also compared our best algorithm, i.e., SAT-IP with
the template clause-set, with a symmetry detection and CNF
optimization tool, namely, Shatter/Saucy [21], which takes ad-
vantage of the symmetries existing in CNFs of a SAT instance.
Our results (described in our extended technical report [15])
show that Shatter is not able to take much advantage of the sym-
metry inherent in these SAT problems. This is to be expected, as
the tool targets symmetries among literals and is not designed
to be aware of the particular nature of our problems. These
results validate the need for specialized symmetry detection at
the Boolean matching level.

B. Scalability Study

To test the scalability of our SAT-IP-template algorithm,
we have used SAT-IP-template to map Boolean functions (ex-
tracted from MCNC benchmarks) with 5 to 12 inputs against
the 12-input PLB shown in Fig. 10. Fig. 13 compares the
runtime for SAT-BM with the 12-input PLB and the nine-
input PLB shown in Fig. 10. The average runtime for each input
number is shown. Compared with SAT-BM with the nine-input
PLB, SAT-BM with the 12-input PLB shows a 10× runtime
increase. Note that the runtime growth is much slower than
the growth of the problem complexity, which depends on the
number of configuration bits (1.3× increase) and permutations
(> 1000× increase). In addition, the curve for SAT-BM with
12-input PLB indicates that our algorithm scales well for
Boolean matching with large PLBs and wide inputs. Note that
the runtime for functions with 10, 11, and 12 inputs remains
virtually the same. Again, the reason is that the overall runtime
is dependent on the number of distinct permutations after
pruning; the SAT solving time for each permutation is largely
determined by the target PLB architecture and does not change
significantly from one input number to the next.

VI. CONCLUSION

Leveraging the symmetries exhibited in both Boolean func-
tions and target PLB architectures, we have obtained two orders
of magnitude speedup compared with the original SAT-BM
algorithm [8]. In contrast, recent work [9], [13] obtained up
to 13× speedup. Our work makes SAT-BM more practical for
synthesis and optimization of heterogeneous FPGAs. Since our
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SAT-BM applies to any PLB architecture, it is valuable for
FPGA architecture evaluation. Nevertheless, our SAT-BM is
still slow compared with structural technology mapping and
may not prove practical for FPGA end users. In the future,
we plan to improve SAT-BM further and apply it to FPGA
architecture exploration.
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