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Abstract sertion is in essence equivalent to our min-FF solution. Different

: from our paper, none of the above two papers considers a min-
In this paper, we study the full-chip interconnect power model- power solution for concurrent repeater and FF insertion, and nei-
ing. We show that repeater insertion is no longer sufficient to ther do they study interconnect layer assignment or cycle-accurate
achieve the target frequencies specified by ITRS, and develop con- microarchitecture-level interconnect power simulation. Further-
current repeater and FF insertion schemes. Considering struc- more, no leakage power is considered in [2, 8}.
tural. interconnects, layer assignment and concurrent repeater and The rest of this paper is organized as follows. In Section 2,
FF insertion for delay specification, we develop a cycle-accurate we study repeater and FF insertion for individual wires. In Section
microarchitecture-level interconnect power simulation. The sim- 3, we apply concurrent repeater and FF insertion to the full-chip
ulation reduces the over-estimation by up to 2.46X compared to level considering random interconnects. In Section 4, we study
power estimatiol) based on purely stochastic interconnects and fixed micro-architeciural leve] interconnect power estimation and cycle-
switching facfor. Furthermore, we show that interconnect pipelin- accurate power simulation. We conclude in Section 5.
ing has a lower IPC but can imprave throughput by up to 2.03X.
Th.‘ls indicatcs that the traditional design flow optmuzmg IPC and 2. REPEATER AND FLIP-FLOP INSERTION

clock frequency separately may no longer be valid.
2.1. Interconnect and Device Models

1. INTRODUCTION In this paper, we model interconnects by the Il-type distributed

RC circuit, and consider multiple interconnect layers. Top layers
are used for wide and long global interconnects, and bottom lay-
ers are used for short local interconnects. Between them are the
layers for intermediate interconnects. For the simplicity of presen-
tation, we assume all wires are global wires in this section, and
define the distinction of giobal and non-global wires in Sections
3 and 4. We assume that a unit length interconnect has resistance
R and capacitance Cl,, and model an inverter by its gate capac-
itance, drain ¢capacitance and its effective resistance. We represent
the gate, drain capacitances and effective output resistance for a
minimum size inverter as Cy, C, and Ry, respectively. A repeater
can be a single inverter, or a cascaded inverters chain.
We use Elmore delay to calculate interconnect delay, i.e.

Integrated circuit designers always have the desire to increase cir-
cuit speed for better performance. The leading high-performance
processors have reached clock frequencies above 3GHz. As the
system delay is dominated by the interconnect delay, an increas-
ing number of repeaters and flip-flops (FFs) are used to reduce the
interconnect delay [1, 2, 8]. Consequently, the power consumed
by interconnects including repeaters and FFs gains a growing sig-
nificance in the total system power. Because the power dissipation
has become a primary design constraint, a number of microarchi-
tecture level power simulators [3, 4, 6] are developed to estimate
power and verify power-reduction innovations at the early design
stage. All these simulators, however, do not explicitly characterize
the power consumed by interconnects including repeaters and FFs.
+ In this paper, we study full-chip level interconnect power mod- T, = Z Ri - Cioun 0]
eling and reduction. We consider structural interconnects, layer :
assignment, and concurrent repeater and FE insertion for minimiz-

ing number of FFs (min-FF solution) or minimizing power (min- where Ty is the total delay, R; is the resistance of a wire seg-
power solution). Related work in the literature include: [2] esti- ment and Cypwn 15 the sum of downsiream capacitance of it;. We
mates the power for global interconnect repeater insertion based consider interconnect power including dynamic power and leakage
on the stochastic wire length distribution [7], and studies delay- power given by Equation (2) and (3), respectively:

power trade-off for minimizing repeater power. Over-simplified 1 ..

repeater model (i.e., single-model to be defined in Section 2) is Faynamic = 50Vppfax @

used and no FF insertion is considered: [8] estimates the number

of repeaters and FFs with consideration of routing tree topology. {(8{Co+ Cp) +1Cu + Nr - Cr)

Its repeater model is the same as the model in [2], and its FF in- Pieakage = Vonl.s;(S+ Nr-Sr) (3)
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the total capacitance of one FF, and S is the total gate size of one
FF. We assume 100nm techrology in this paper, with parameters
in Table 1, where the wire widths and heights are obtained from
ITRS roadmap', €, and R, are calculated by Berkeley Predic-
tive Technology Model [9], the I,;y is from [10], the e is 0.15
[12] and is fixed for logic and interconnects except the structure
interconnects with cycle-accurate power simulation in Section 4.2,
and the other values are obtaiued from SPICE simulations.

Technology 100nm
I, ¢ s(uA/) 6.33
o 0.15
Minimum Ro(KD) 12.0
size Col{fF) 0.91
inverter Cp(iF) —0.75
FF Cr ({F) 16.6
S 10
Interconnects
Global | Intermediate | Local
Width (nm) 335 160 122.5
Height (nm) 670 272 196
Ry (K{¥m) | 89.106 459.559 832.986
| Cw (pF/m) | 204.802 180.068 176.188
Table 1: Technology parametets.
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Figure 1: The repeater and FF insertion problem in two-pin nets,

In this paper, we assume all interconnects are two-pin nets.
This assumption has been used widely in the literature for high-
level estimation [2, 7]. Specifically, as shown in Figure 1, we as-
sume every interconnect has one driver and one load. Both driver
and load are inverters with the 4X minimum inverter size. We
study the repeater and FF insertion for two objective functions:
one is to meet the delay target with minimum number of FFs, or
min-FF, and the other is to meet the delay target with minimum
total interconnect power consumption, or min-power.

2.2. Min-FF Solution

It has been assumed in [2, 10] that for repeater insertion, the in-
put capacitance C,, and effective resistance for each repeater are
equal to S + Cp and _}35(1 respectively, where S is the size of the
repeater. Under this assumption, each repeater is a single inverter,
named as single model. To drive a large load, a repeater may con-
tain a chain of cascaded inverters, where C' of a repeater is equal
to Cp times the size of first inverter in the inverter chain. We call
this type of repeater as cascaded repeater. An inverter in a cas-
caded repeat is a stage, and the size ratio between two consecutive
inverters is the stage ratio. In addition, we alse consider a hybrid

"Note the width and height of global wires are from 130nm technology
as we assume the global interconnects do not have to scaled [1].
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Figure 2: The three models for repeater insertion: (a) single model;
(b) cascaded model; and (c) hybrid model.

model where the first stage is a chain of cascaded inverters, but the
rest stages are single inverters. The hybrid model may lead to a
good solution when the inverter in the last stage of first repeater
is large enough to drive the rest single repeaters. We illustrate the
three repeater insertion models in Figure 2.

We study the power optimization problem under given delay
target for interconnects. The existing analytical repeater insertion
methods [2, 10] can only be used for single model. We find the
solution by the following enumeration. For cascaded model, we
enumerate the number of repeaters, the first inverter size, the uni-
form stage ratio and the stage number for each repeater. Again,
we assume that all repeaters are identical. For hybrid model, we
enumerate the number of repeaters, the design of first cascaded re-
peater, and the uniform design of the rest of repeaters using the
single model. For cach ¢combination, we calculate the delay and
power. If the delay is smalier than our delay target, we call this
combination as a valid solution. We choose the valid solution with
the smallest number of FFs. If there are more than one valid solu-
tion, we choose the one with lowest power consumption. We also
do pruning during enumeration. If we have obtained a valid sofu-
tion with repeater size S, all solutions with repeater size greater
than .S should be skipped because they definitely consume more
power. If a wire is too long to meet the delay target, we insert FFs
to break the wires into shorter wires. If we have obtained valid
solutions for one wire, we can reuse the solutions for wires of a
same length.

Clock Longest wire to meet the delay target (mm)
GHz | Single model | Cascaded model [ Hybrid model
1 924 1033 13.12
2 3.88 4.54 5.95
3 1.78 2.84 3.56

Table 3: The longest wire that repeater insertion alone is able to
neet the delay target without FF insertion. The delay target is 80%
of the clock period.

Table 2 shows our experiment results from all three models
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Wire Min-FF power (mW) Min-power power | Min-power
length Single model Cascaded Model Hybrid Model (mW) vs. Min-FF
(GHz) | (mm) | Power | FF | R# | Power | FF | R# | Power | FF | R# | Power | FF | R# Redu %
4 01082 [ 0 1 ]01082 | 0 1 01082 | ¢ 1 (01082 ] 0 1 0
1 8 0347 0 37103309 0 2 70288 [ 0 2 [ 02186 1 2 34.69
10 02797 [ 1 Z (06972 0 3 (04578 | O 3102735 2 3 222
4 02283 [ 1 1 02877 0O 1 [02877 ] 0 I 102283 ] 1 2 0
2 8 04701 | 2 3105797 1 2 (05797 ] 1 2 (04611 ] 3 4 191
10 0.7867 | 2 6 | 0.6458 | 2 3 [ 08628 | 1 4 05715 ] 4 5 26.59
4 03682 | 2 3 {04070 | 1 2 (04070 | 1 2 103682 | 2 3 0
3 ] 07520 | 4 5111163 2 3 10579 | 2 6 | 07431 ] 5 6 1.18
10 09537 | 5 6 | 11402 | 3 4 | 1.688B | 2 6 | 09269 | 8 9 2.81

Table 2: The power consumption for different wire lengths and different clock frequencies, under three models for repeater insertion. The
symbol “R#” means the number of repeaters. For 1GHz and 4mm-long wire, the three models achieve a same solution.

we discuss above. We use the wire lengths 4mm, 8mm, and lem,
and clock frequencies 1GHz, 2GHz and 3GHz. We assume that
the delay target is 80% clock period. No FF insertion is needed
for wires up to 8mm and 1GHz clock (see highlights in the table).
In this case, the hybrid model achieves 14.31% power reduction
compared with the single model for the 8mm wire under 1GHz
system clock. The hybrid model also has the smallest number of
FFs for the same wire and that delay target. This can be further
illustrated in Table 3. For target delay, the longest wire without
FF insertion in the hybrid model can be 1.5X of that in the single
model.

2.3. Min-power Solution

Wire langth {mm)

Figure 3: The power consumption with repeater insertion vs. dif-
ferent wire lengths. We choose 100nm technology and the delay
target as 400 ps. Only the resu!ts from the hybrid model are shown.

Although the hybrid model provides the better power con-
sumption for the same wire length, FF number and clock frequency,
we also observe from the Table 2 that the single model with more
FFs actually has lower power consumption than the hybrid model
with fewer FFs. The reason is that for all repeater insertion mod-
els, the resulting power consumption is super-linear w.r.t the wire
length as shown in Figure 3, where the wire length increases by
4X from lmm to 4mm, the power consumption increases by more
than 10X. 1t is casy to see that instead of inserting FF merely to
meet the delay target, we can reduce power by aggressively insert-
ing more FFs. Figure 4 shows the power for different wire lengths
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Figure 4: The power for different wire lengths, under different FF
insertion. The delay target is 240ps comesponding to 80% of clock
period for a 3GHz system clock. Other settings are the same as
those in Figure 3.

for same target delay but different numbers of FFs. According to
the Figure 4, when enough FFs are inserted, the power curve be-
comes nearly linear with respect to wire length. On the other hand,
FF insertion is not always benefictal. The more FFs inserted, the
more power consumed by the FFs. There exists a point where the
extra power cansumed by FFs outweighs the power saving by FF
insertion, i.e. there is an optimal number of FF to be inserted for
minimal power consumption.

The min-power solution finds the concurrent repeater and FF
insertion with the minimum power and with delay less than the
delay target. Again we use enumeration to find the min-power
solution. We enumerate a range of reasonable FF numbers. For
each number, we find the repeater insertion solution as discussed
before. Finally, we choose the solution with the minimum total
power. We present the results under min-power FF insertion and
hybrid repeater model in Table 2. The min-power method can re-
duce the interconnect power by up to 34.69% compared with the
min-FF method.

2.4, Runtime Reduction

In our implementations, we use table lookup for concurrent re-
peater and FF insertion solution since there is no closed-form so-
lution. Tables are built for each interconnect length and clock fre-
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quency. Each table entry contains the concurrent repeater and FF
insertion solution and the optimal power. With table lookup we can
greatly reduce runtime and speed up our calculation for full-chip
interconnect power in Section 3 and 4.

3. FULL-CHIP POWER ESTIMATION

In this section we sindy the full-chip interconnect power estima-
tion. As we have already seen in the last section, the hybrid model
achieves the largest power reduction and least number of FFs com-
pared with the other two models. In the rest of this paper, we only
use hybrid model for interconnect power estimation unless speci-
fied otherwise.

3.1. Layer Assignment

Because wires in top layers have a smaller RC constant that helps
to reduce delay, it is beneficial to assign long interconnects to top
layers. We have developed the following layer assignment. we
assume that all global interconnects are accommodated by 50%
of the total area of the (op two layers (and the rest area in the
top layers is used by power/ground and clock routing), and use
Equation (4) to solve the minimum length of global intercennects

Igmin'—

2 x 50% x Chip-size =

Imaz :
f Global pitch.width - 1 - i(1)dl (C)]
i

gmin

where 1oz is the maximum length of interconnects and it is /N
with /V being the total number of gates on the chip, i(I) is the
length density function. {gmin can be used as the length boundary
between global and intermediate interconnects.

We find the length boundary between intermediate and local
interconnects Lnmin by the following Equation (5):

2 x Layer_Pairs x Chip_size =

lmin
/ T intermediate pitchavidth - L i(Ddl (5)

bmmin

where Layer_Pairs is the number of pairs of intermediate lay-
ers, and the area utilization rate is 100% for the intermediate layer.
We keep increasing Layer.Pairs until the interconnects with the
length of lmmin can meet the delay target without repeater inser-
tion. Interconnects with length less than !,min are local intercon-
nects and are assigned to local layers.

3.2. Power Estimation

In this section we study full-chip interconnect power estimation.
We obtain the chip size from ITRS and assume the chip area for
random logic by subtracting cache area from the total chip area.
We use the length density function i({) from the stochastic length
distribution methodology[7] to calculate the boundaries between
local, intermediate and global interconnects in layer assignment.
We set the Jength of one gate pitch as the square root of the logic
gate area obtained from ITRS. The typical rent’s exponent of 0.55
is used. The gate count, gate area, and gate pitch are shown in
Table 4.

Technology 100nm
System clock 2GHz
Total gate count 14267075
Gate area 6.5 um?
Gate pitch 2.55 um
Global and intermediate | in gate pitch 1389
interconnect boundary in mm 3.542
Intermediate and local | in gate pitch 85
interconnect boundary inmm 0.217

Table 4: The length boundaries decided by layer assignment with
the gate pitch and system clock.
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Figure 5: The full chip interconnect power for three repeater and
FF insertion solutions. Note the result for min-delay is targer than
results in [2] because we consider the power from drain capaci-
tances, leakage power and intermediate interconmects that are all
ignored by [2]. o

Number of ]

Solution | equivalent repeaters | number of FFs
min-delay 45664369 N/A

min-FF 10022679 15908
Mmin-power 3912611 158163

Table 5: The number of repeaters and FFs insertion in all three
solutions in Figure 5. The min-delay solution does not use any FF
insertion.”

Figure 5 shows the full chip interconnect power calculated
by the three different repeater and FF insertion solutions. In the
first solution, repeaters are inserted for minimum delay, or min-
delay, i.e., we insert repeaters as long as it can reduce delay and
we do not insert any FF. The power reduction from the min-power
method mainly comes from the reduced repeater area. We define
one equivalent repeater as one minimum size inverter. A repeater
with total size S can be mapped to S equivalent repeaters. For any
repeater and FF insertion solution, the total power is decided by to-
tal wire capacitances, the number of equivalent repeaters and FFs.
Table 5 shows the total number of equivalent repeaters and FFs for
all three solutions. From Table 5 we can see that the min-FF and
min-power solutions reduce the number of equivalent repeaters by
4.56X and 11.67.X, respectively. Although the number of FFs in
min-power solution is almost 10X of that in min-FF solution, min-
power solution still save 14.99% power as it reduce the number of
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Figure 6: The floorplanning of the SuperScalar processors we
study.

equivalent repeaters by 60.96%.

4, MICROARCHITECTURE-LEVEL POWER
ESTIMATION AND CYCLE-ACCURATE SIMULATION

In this section we first develop the microarchitecture levet inter-
connect power estimation that improves the power estimation in
Section 3. We then develop the cycle-accurate interconnect power
simulation, and show that there is a significant accuracy gap be-
tween power estimation and the accurate power simulation. We
conclude that power simulation should be used for accurate power
modeling.

4.1, Microarchitecture-level Power Estimation

Stochastic interconnect distribution is assumed in [2, 10, 8] and
our Section 3. However, major components in a system-on-a-chip
are often connected by varieties of busses that can be madeled ac-
curately. We define two types of interconnects: random intercon-
nects and structural interconnects. The random interconnects
are interconnects inside each module and can be calculated by the
same stochastic model as in Section 3.2, The structural intercon-
nects are address and data busses between related modules, and
their lengths are decided by the floorplan of the layout.

We consider high-performance SuperScalar processors, and
summarize the configuration of the processor under study in Table
6. Considering gate counts for modules in Table 7 and wire length
minimization between modules, we design the floorplan shown in
Figure 6. We measure the lengths of busses according to the Man-
hattan distances between the centers of modules connected by the
busses.The details about the bit-width and lengths for all busses
can be found in the technical report [11].

The number of long interconnects are reduced with the in-
troduction of structural interconnects. Therefore, we need to re-
calculate the overall wire length distribution and layer assignment.
The interconnect density function i(l) for a system is now the
sum of all interconnect density functions among all modules and
busses, given by Equation (6)

Parameter | Value

Processor Core
RUU size 64 instructions
LSQ size 32 instructions
Fetch Queue size 8 instructions
Fetch width 4 instructions/cycle
Decode width 4 instructions/cycle
Issue width 4 instructions/cycle
Commit width 4 instructions/cycle

Functional Units 3 integer ALUs, 1 integer
multiply/divide, 1 FP add,
1 FP multiply/divide
Combined, Bimodal 4K table
2-Level 1K table, 10-bit history
4K chooser

Memory Hierarchy
L1 instruction-cache | 64K, 4-way (LRLT)
32B blocks, 1-cycle latency
64K, 4-way (LRU)
32B blocks, 1-cycle latency

Branch Predictor

L1 data-cache

L2 Unified, 2M, 8-way (LRU)
64B blocks, 12-cycle latency
TLB 128 entry, fully associative

30-cycle miss latency

Table 6: The configuration of the SuperScalar processors we sim-
ulate.

Min-FF power Min-power power
Total | Dynamic | Total | Dynamic
go 22.11 19.78 21.35 19.72
I 17.28 14.95 16.53 1491

perl 13.65 11.32 1291 11.28

Power | compress | 19.18 16.85 18.43 16.80

swim 18.80 16.46 18.05 16.42

mgrid 16.99 14.66 1625 14.62

Foppp | 13.07 | 1084 | 1240 | 10.80

applu 15.16 12.83 14.42 12.79

Geometry mean 16.92 14.55 16.15 14.50

Power Estimation 33.56 31.22 31.7 30.07

Difference 1.98X 215X 1.96X | 2.07X

Table 9: The interconnect power with both random and structural
interconnects. Leakage power is omitied because it is not affected
by clock gating, The unit of power is Watt.

(W = 3 u® (©)

k

where subscript & iterates over all modules and busses. Using the
same number of layers as in Table 4, the new length boundaries
with consideration of structural interconnects are shown in table
10. Compared to Table 4, the boundaries for both global/intermediate
and intermediate/lecal are reduced due to the reduced number of
long interconnects. In other words, a higher portion of random in-
terconnects can be assigned to the global and intermediate layers
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gate Min-FF (W) Min-power (W) .
Module Microarchitecture count Total Dynamic | Leakage Total Dynamic | Leakage
Fetch Fetch queue 241231 0.3025 0.2970 0.0055 0.3025 0.2970 0.0055
Decode ~ Decode logic 1227692 | 23127 2.2112 0.1015 2.3068 22114 0.0954
Branch Branch Predictor 861538 5.4764 5.1480 0.3284 5.4034 5.1356 0.2678
Ruu Register Update Unit | 3446154 | 7.5120 7.0054 0.5066 | 7.35%9 6.9754 0.3846
Lsq Load/Store Queune 1598154 | 32002 30427 0.1574 | 3.1834 3.0414 0.1420
TALU[1-4] One integer unit 861538 | 14934 1.4371 0.0563 1.4922 1.4374 0.0548
FALU[1-2] [ One floating-point unit | 1723077 3.5108 3.3322 ‘.1786 | 3.4887 3.3300 0.1587
Sum: | 14267075 | 31.7990 | 30.1172 1.6821 | 31.5022 | 30.0703 1.4319

Table 7: Modules and their correspondent microarchitecture, gate count, and power under different repeater and flip-flop insertion models.

The caches and register files are not considered because they are purely memory array.

Min-FF Min-power
Total power | Dynamic | Leakage Rep FF Total power | Dynamic | Leakage Rep FF
Only random 41.49 33.87 7.61 10022679 | 15908 35.27 3231 2.97 3912611 | 158163
w/ structural 33.56 31.22 2.34 2219416 69 31.7 30.07 1.63 1969583 | 16179
Reduction 1.24X 1.08X 3.25X 452X 230X 1.11X 1.08X 1.82X 1.99X 9.76 X

Table 8: Total interconnect power without gating. The “Rep” and “FF” represent the number of equivalent repeaters and FF, respectively.

The power is in the unit of Watt.

for reduced delay and in turn reduced buffer numbers. This may
help to reduce interconnect power.

Global and intermediate | in gate pitch | 499
interconnect boundary inmm 1.272
Intermediate and local | in gate pitch 24
interconnect boundary in mm 0.061

Table 10: New interconnect length boundaries between local, in-
termediate and global wires, after we distinguish the structural in-
terconnects and random: interconnects.

Considering the new layer assignment, we apply the power
estimation method based on the stochastic length distribution to
each module independently and obtain the interconnect power for
each module (see Table 7). We also apply concurrent repeater and
FF insertion to obtain the interconnect power for busses. In Table
8, adding power for all modules and busses, we obtain the total
interconnect power at the microarchitecture level and compare it
with the full-chip interconnect power estimation from Section 3.
Based on this table, not considering structural interconnects (as in
[2, 10} and Section 3) over-estimates the interconnect power by
1.24.X and 1.11X for the min-FF and min-power solutjons, re-
spectively. Part of the power reduction is due 1o reduced number
of long interconniects, which in turn reduces the number of equiv-
alent repeaters and FFs. The equivalent repeaters are reduced by
4.52X and 1.99X for min-FF and min-power solutions, respec-
tively. Compared to the min-FF sclution, the min-power sclution
uses slightly fewer repeaters. Ouly 69 FFs are needed to meet the
delay constraint in the min-FF solution, but 16179 FFs are used
by the min-power solution for power reduction. With consider-
ation of power used by FFs, the min-power solution reduces the

2We assume 2GHz clock here. More FFs are needed by the min-FF
sotution under higher clock rates.

full-chip interconnect power by 5.5% compared to the min-FF so-
lution. Min-power solution actually provides us the lower bound
of full-chip interconnect power, as min-power solution may greatly
reduce IPC (instruction per cycle) and therefore is not necessanily
used in practice.

4.2. Cycle-accurate Power Simulation

To develop cycle-accurate interconnect power siulation, we fur-
ther incorporate our interconnect power models with concurrent
repeater and FF insertion in the sim-outorder simulator of Sim-
pleScalar toolset [14]. We can perform the following cycle by
cycle simulation: if a module is accessed, we count its active (dy-
namic + leakage) interconnect power, otherwise we only count its
Ieakage power. On the other hand, for each bus, we count the num-
ber of bit-line transitions in evéry cycle. The dynamic power in
that cycie equals to the number of transitions times the dynamic
switching power per bus bit-line. Note the dynamic switching
power is the full switching pawer (3CV?) without the empirical
fixed switching factor. The leakage power for each bus is always
equal to the total number of bit lines times the leakage power per
bus bit-line. By counting only leakage power for idle modules we
implicitly consider clock gating,

We ran simulations for a variety of SPEC 95 benchmarks.
During each simulation, the benchmark is first fast forwarded by
10 million instructions to avoid the startup effect, and is then sim-
ulated for 10 million instructicns. Tabie 9 reports the total inter-
connect power obtained by cycle-accurate simulation. By apply-
ing clock gating, the interconnect power based on geometric mean
of all benchmarks can be reduced by 1.98X and 1.96X for min-
FF and min-power solution, respectively. Combining the over-
estimation factors in Section 4.1, the overall reduction of over-
estimation is 2.46.X and 2.18X for min-FF and min-power solu-
tion, respectively. Given such big differences in power, the cycle-
accurate interconnect power simulation is needed to obtain accu-
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rate interconnect power and validate power reduction innovations.

4.3. Performance Impact

In this section, we study this performance impact from FF inser-
tion with min-FF solution. In microprocessor designs, FF insertion
affects the TPC because it requires addition pipeline stages at mi-
croarchitecture level to amortize the interconnect delay. Therefore,
we can not improve processor performance by simply increasing
clock. For a given program, we choose BIPS (Billion Instruction
Per Second) to represent the performance as shown in (7):

ITPC x cycle_frequency

BIPS = o

M

where cycle. frequency is the processor clock frequency.

Table 11 compares the [PC and the BIPS for the cases with-
out and with FF insertion. The maximum clock we can achieve
without FF insertion is 880MHz. With FF insertion, although the
IPC always decreases, BIPS increases by 1.32X 10 2.03X. In
conventional design flow, the system design optimizes IPC and an
independent VLSI design optimizes clock frequency. This design
flow may be no longer valid as indicated by Table 11. Therefore,
iterations between system design and VLS design or simultaneous
optimization [13] 3 is necessary for better performance and power
efficiency. Our concurrent repeater and FF insertion in this paper
can be viewed as an initial effort on simultaneous optimization.

Without FF With FF With FF BIPS

Benchmark | IPC | BIPS | IPC | BIPS | improve factor
go 0.893 | 0.714 | 0.618 | 1.236 1.73X
li 1455 | 128 10954 | 1.909 1.49X
perl 1.045 [ 092 [ 0.784 | 1.568 1.704X
compress | 1.727 | 1.52 | 1.050 | 2.010 1.32X
swinm 1.231 1.08 | 0949 | 1.898 1.76X
mgrid 1.665 ) 1.465 | 1.036 | 2.072 1.41X
Ipppp 0825 | 0.726 | 0.739 | 1477 203X
applu 1418 | 1.25 | 0.864 | 1.729 138X

Table 11: IPC and BIPS for cases without and with FF insertion.
The clocks for the two cases are 880MHz and 2GHz, respectively.
Min-FF solution is applied.

5. CONCLUSIONS AND DISCUSSIONS

We have shown that repeater insertion is no longer sufficient to
achieve the target frequencies specified by ITRS, and have devel-
oped concurrent repeater and FF insertion schemes minimizing the
number of FFs (min-FF) or minimizing the power (min-power),
both subject to the delay specification. We have observed that the
power in the min-FF solution has a super-linear growth with re-
spect to the wire length, but the power has a nearly linear growth
in the min-power solution.

Considering structural interconnects, layer assignment and con-
current repeater and FF insertion for delay specification, we have

developed a cycle-accurate microarchitecture-level interconnect power

simulation. The simuiation reduces the over-estimaticn by up to

3No FF insertion is considered in [13].

2.46X compared to power estimation based on purely stochastic
interconnects and fixed switching factor.

Furthermore, we show that although interconnect pipelining
has a lower IPC but it can improve throughput by up t0 2.03X. In
conventional design flow, the system design optimizes IPC and an
independent V1.S1 design optimizes clock frequency. This design
flow may be no longer valid as indicated by the above example.
We plan to simultancously optimize microarchitecture and floor-
planning with consideration of FF insertion explicitly.
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