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Why statistical circuit analysis? - Process Variation

¸ Process Variation 

¼ First mentioned by William Shockley in his analysis of P-N junction breakdown[S61] in 1961

¼ Revisited in 2000s for long channel devices [JSSC03, JSSC05]

¼ Getting more attention at sub-100nm [IBM07, INTEL08]

¸ Sources of Process Variation
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Random dopant fluctuations: both transistor 

has the same number of dopants (170) 
- Courtesy of Deepak Sharma, Freescale 

Semiconductors

Line-edge and Line-width Roughness 

(LER and LWR)
-Courtesy of Technology and Manufacturing 

Group, Intel Corporation

Gate oxide thickness:
-Courtesy of Professor Hideo Sunami at 

Hiroshima University



Evolution of Process Variation 
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-Courtesy of Professor Hideo Sunami

at Hiroshima University

Smaller dimension Č Higher impact 
of process variation

Higher DensityČ Rare failure event matters

1) 106 independent identical standard cells
2) 10-6 failure probability 

Probability of Single Bit Failure:
1-(0.999999)1,000,000 = 0.6321

¸ Rare Event Analysis helps to debug circuits in the pre-silicon phase to improve 
yield rate



Estimating the Rare Failure Event

¸ Rare event (a.k.a. high sigma) tail is difficult to achieve with Monte Carlo

¼ # of simulations required to capture 100 failing samples

¸ High sigma analysis is required for highly-duplicated circuits and critical circuits

¼ Memory cells (up to 4-6 sigma), IO and analog circuits (3-4 sigma)1

¸ How to efficiently and accurately estimate Pfail (yield rate) on high sigma tail?

41 Cite from SolidoDesign Automation whitepaper (Other industrial companies: ProPlus, MunEDA, etc.)

Sigma Probability # of Simulations1

1 0.15866 700

2 0.02275 4,400

3 0.00135 74,100

4 3.17E-05 3,157,500

5 2.87E-07 348,855,600



Executive Summary

¸ Background

¼ Why statistical circuit analysis, high sigma analysis? 

¼ Existing approaches and limitations.

¸ Hyperspherical Clustering and Sampling (HSCS)

¼ Importance Sampling

¼ Applying and optimizing clustering algorithm for high sigma analysis (Why spherical?)

¼ Deterministically locating all the failure regions

¼ Optimally sample all failure regions

¸ Experimental Results: very accurate and robust performance

¼ Experimental on both mathematical and circuit-based examples
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High Sigma Analysis ïmore details about the tail

¸ Draw more samples in the tail

¸ Analytical Approach

¼ Multi-Cone[DAC12] 

¸ Importance Sampling[DAC06]

¼ Shift the sample distribution to more 
ñimportantò region

¸ Classification based methods[TCAD09]

¼ Filter out unlikely-to-fail samples using 
classifier

¸ Markov Chain Monte Carlo (MCMC)[ICCAD14]

¼ It is difficult to cover the failure regions using 
a few chain of samples
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Challenges ïHigh Dimensionality

¸ High Dimensionality

¼ Analytical approaches: complexity scales 
exponentially to the dimension.
º # of cones in multi-cone

¼ IS: can be numerical instable at high dimensional
º Curse of dimensionality[Berkeley08, Stanford09]

¼ Classification based approaches: classifiers 
perform poorly at high dimensional with limited 
number of training samples.

¼ MCMC: It is difficult to cover the failure regions 
using a few chain of samples

7

[Berkeley08] Bengtsson, T., P. Bickel, and B. Li. ñCurse-of-Dimensionality Revisited: Collapse of the Particle Filter in Very Large Scale Systems.ò Probability and Statistics: Essays in Honor 

of David A. Freedman 2 (2008): 316ï34.

[Stanford09] Rubinstein, R.Y., and P.W. Glynn. ñHow to Deal with the Curse of Dimensionality of Likelihood Ratios in Monte Carlo Simulation.ò Stochastic Models 25, no. 4 (2009): 547ï68.

[DAC14] Mukherjee, Parijat, and Peng Li. ñLeveraging Pre-Silicon Data to Diagnose out-of-Specification Failures in Mixed-Signal Circuits.ò In DAC 2014



Challenge ïMultiple Failure regions

¸ Failing samples might distribute in multiple disjoint regions

¼ A real-life example with multiple failure regions: Charge Pump (CP) in a PLL
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PFD: phase frequency detector;

CP: Charge pump

FD: frequency divider;

VCO: voltage controlled oscillator

[DAC14] Wu, Wei, W. Xu, R. Krishnan, Y. Chen, L. He. ñREscope: High-dimensional Statistical Circuit Simulation towards Full Failure Region Coverageò, DAC 2014

Mismatch between MP2 and MN5 may 

result in  fluctuation of control voltage, 

which will lead to ñjitterò in the clock.
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Outline

¸ Background

¼ Why statistical circuit analysis, high sigma analysis?

¼ Limitation of existing approaches.

¸ Hyperspherical Clustering and Sampling (HSCS)

¼ Importance Sampling

¼ Applying and optimizing clustering algorithm for high sigma analysis (Why spherical?)

¼ Deterministically locating all the failure regions

¼ Optimally sample all failure regions

¸ Experimental Results: very accurate and robust performance

¼ Experimental on both mathematical and circuit-based examples
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Importance Sampling

¸ A Mathematic interpret of Monte Carlo

¼ ὖ Ὅ᷿ὼɇὪὼὨὼ

¼ Ὅὼ is the indicator function

¸ Importance Sampling

¼ ὖ Ὅ᷿ὼɇὪὼὨὼ

Ὅ᷿ὼɇ ɇὫὼὨὼ

¸ Likelihood ratio or weight: 

¼ Samples with higher likelihood ratio has 
high impact to the estimation of Pfail

º Larger f(x), Smaller g(x)

¼ Weight ὪὼȾὫὼ might be extremely 
large at high dimensionality
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f(X) g(X)

Scale of likelihood ratios:

X

Success Region

I(x)=0Failure Region 
(rare failure events)

I(x)=1

Å Failing samples closed to nominal 

case has high weights. 

Å Weight can be extremely largle

[DAC06] R. Kanj, R. Joshi, and S. Nassif. ñMixture Importance Sampling and Its Application to the Analysis of SRAM Designs in the Presence of Rare Failure Events.ò DAC, 2006



To Capture More Important Samples

¸ Spherical Sampling

¼ Shift the mean to the failing sample with minimal norm
º Min-norm point

¼ Importance Sampling Recap

º ὖ Ὅ᷿ὼɇ ɇὫὼὨὼ

º Samples with smaller norm has higher importance

ïSmaller norm Č closer to mean Č larger f(x)

¸ Existing Importance Sampling approaches shift the sample mean to a given point 

¼ Do NOT cover multiple failure regions
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Spherical sampling[DATE10]

[DATE10] M. Qazi, M. Tikekar, L. Dolecek, D. Shah, and A. Chandrakasan, ñLoop flattening and spherical sampling: Highly efficient model reduction techniques for SRAM yield 

analysis,ò in DATEô2010

f(X) g(X)

Scale of likelihood ratios:

X



Hyperspherical clustering and sampling (HSCS)

¸ Hyperspherical Clustering and Sampling (HSCS)[ISPD16]

¸ Why Clustering?

¼ Explicitly locating multiple failure regions

¸ Why Hyperspherical? 

¼ Direction (angle) of the failure region is more important
º Failure regions at the same direction can be covered with 

samples centered at one min-norm point
º Failure regions at different directions needs to be covered with 

samples centered at multiple points

¸ Hyperspherical Sampling? 

¼ Explicitly drawing samples around those failure regions
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x2



Hyperspherical clustering and sampling (HSCS)

¸ Phase 1: Hyperspherical clustering: identify multiple failure regions 

¼ Cosine distance v.s. Euclidean distance 
º Pay more attention to the angle over the absolute location

13[ISPD16] Wei Wu, Srinivas Bodapati, and Lei He, ñHyperspherical Clustering and Sampling for Rare Event Analysis with Multiple Failure RegionCoverageò. ISPD 2016


