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Why statistical circuit analysis? - Process Variation

Process Variation

v, First mentioned by William Shockley in his analysis of P-N junction breakdown!S61l in 1961
v, Revisited in 2000s for long channel devices [JSSC03, JSSC05]

v, Getting more attention at sub-100nm [IBMO7, INTELO8]
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Evolution of Process Variation
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Rare Event Analysis helps to debug circuits in the pre-silicon phase to improve
yield rate




Estimating the Rare Failure Event

Rare event (a.k.a. high sigma) tail is difficult to achieve with Monte Carlo
v, # of simulations required to capture 100 failing samples

STANDARD DEVIATION OF THE MEAN
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High sigma analysis is required for highly-duplicated circuits and critical circuits
1, Memory cells (up to 4-6 sigma), IO and analog circuits (3-4 sigma)*
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How to efficiently and accurately estimate P;_, (yield rate) on high sigma tail?

1 Cite fromSolidoDesign Automation whitepaper (Other industrial companies: ProMusEDA etc.)




Executive Summary

Background
v, Why statistical circuit analysis, high sigma analysis?
v, EXisting approaches and limitations.
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Hyperspherical Clustering and Sampling (HSCS)

v, Importance Sampling

v, Applying and optimizing clustering algorithm for high sigma analysis (Why spherical?)
v, Deterministically locating all the failure regions

v, Optimally sample all failure regions

Experimental Results: very accurate and robust performance
v, Experimental on both mathematical and circuit-based examples




High Sigma Analysis - more details about the tail

Draw more samples in the tail
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Analytical Approach
v, Multi-ConelPAC12]
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Importance Sampling[PAC0S]

v, Shift the sample distribution to more
Al mportanto region
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Classification based methods[T¢ADB09] .

\

v, Filter out unlikely-to-fail samples using b \
classifier A

Parameter space

Markov Chain Monte Carlo (MCMC)[ICCAD14, =

v, It is difficult to cover the failure regions using
a few chain of samples
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Challenges - High Dimensionality

High Dimensionality

v, Analytical approaches: complexity scales
exponentially to the dimension.
o # of cones in multi-cone
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v, |S: can be numerical instable at high dimensional
o Curse of dimensionalitylBerkeley0s, Stanford09]

v, Classification based approaches: classifiers
perform poorly at high dimensional with limited
number of training samples.

v, MCMC: It is difficult to cover the failure regions
using a few chain of samples
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Challenge i~ Multiple Failure regions

Failing samples might distribute in multiple disjoint regions
v, A real-life example with multiple failure regions: Charge Pump (CP) in a PLL

Digital __ Analog Analog

PFD: phase frequency detector;
CLK ¢ CP: Charge pump
- FD: frequency divider,
VCO: voltage controlled oscillator
Mismatch between MP2 and MN5 may
result in fluctuation of control voltage,

which wil |l | ead t o) nf,j

Failing Samples with relaxed boundary

0.5
Vth(MN5)

Stagistical Circuit Simulation towards Full Failure Region Coverageo

DAC14] Wu, Wei, W. Xu, R. Krishnan, Y. Chen,L.He .



Qutline

Background
v, Why statistical circuit analysis, high sigma analysis?
v, Limitation of existing approaches.

5

Hyperspherical Clustering and Sampling (HSCS)

v, Importance Sampling

v, Applying and optimizing clustering algorithm for high sigma analysis (Why spherical?)
v, Deterministically locating all the failure regions

v, Optimally sample all failure regions

Experimental Results: very accurate and robust performance
v, Experimental on both mathematical and circuit-based examples




Importance Sampling

A Mathematic interpret of Monte Carlo
w0 ) FANQ 6

v, Q) is the indicator function
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Importance Sampling
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Likelihood ratio or weight: —

v, Samples with higher likelinood ratio has
high impact to the estimation of P,
o Larger f(x), Smaller g(x)

v, Weight "Qw 7'Fw) might be extremely
large at high dimensionality

a._ Success Region

(rare failure events)

Failure Region I(x)=0

1(x)=1

Scale of likelihood ratios

/O

A Failing samples closed to nominal
case has high weights.
A Weight can be extremely largle
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To Capture More Important Samples

Spherical Sampling

v, Shift the mean to the failing sample with minimal norm
o Min-norm point )

v, Importance Sampling Recap
o 0 ) E— I
o Samples with smaller norm has higher importance
i Smaller nornC closer to meag largerf(x)
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Scale of likelihood ratios

Spherical sampling[PATEL0]

Existing Importance Sampling approaches shift the sample mean to a given point
v, Do NOT cover multiple failure regions
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(a) Importance sampling with (b) Importance sampling with
shifted mean on the boundary shifted mean on the centroid
of failure region(s) the failure region(s)

[DATEL0] M. Qazi, M. Tikekar, L. Dolecek, D. Shah, and A. Chandrakasan, fLoop fl attening and spherical sampling: Highl)ile
anal ysDATEG 2010




Hyperspherical clustering and sampling (HSCS)

Hyperspherical Clustering and Sampling (HSCS)[!SPD16]
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Why Clustering?
v, EXxplicitly locating multiple failure regions

Why Hyperspherical?

v, Direction (angle) of the failure region is more important

o Failure regions at the same direction can be covered with
samples centered at one min-norm point

o Falilure regions at different directions needs to be covered with
samples centered at multiple points

Hyperspherical Sampling?
v, EXxplicitly drawing samples around those failure regions




rlyperspheric

Phase 1: Hyperspherical clustering: identify multiple failure regions

v, Cosine distance v.s. Euclidean distance
o Pay more attention to the angle over the absolute location
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